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Summary: Monte Carlo simulations have been widely
used by microscopists for the last few decades. In the
beginning it was a tedious and slow process, requiring
a high level of computer skills from users and long
computational times. Recent progress in the microelec-
tronics industry now provides researchers with afford-
able desktop computers with clock rates greater than
3 GHz. With this type of computing power routinely
available, Monte Carlo simulation is no longer an
exclusive or long (overnight) process. The aim of this
paper is to present a new user-friendly simulation pro-
gram based on the earlier CASINO Monte Carlo pro-
gram. The intent of this software is to assist scanning
electron microscope users in interpretation of imag-
ing and microanalysis and also with more advanced
procedures including electron-beam lithography. This
version uses a new architecture that provides results
twice as quickly. This program is freely available to the
scientific community and can be downloaded from the
website: www.gel.usherb.ca/casino. SCANNING 29:
92–101, 2007.  2007 Wiley Periodicals, Inc.
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Introduction

The motivation of this work was to provide an easy-
to-use and accurate simulation program of electron
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beam–sample interactions in a scanning electron micro-
scope (SEM). It can be used to assist scanning electron
microscopy users in planning and interpreting their rou-
tine SEM-based imaging and analysis and also in more
advanced topics such as electron-beam lithography. On
the basis of a single-scattering algorithm, this software
is specially designed for modeling low-energy beam
interactions in bulk and thin foil samples. The initial
version of CASINO (Hovington et al . 1997) was devel-
oped for expert users and presented some limitations
in data handling capabilities. These aspects have been
addressed in the present version by the development
of a new user interface. This paper presents the simu-
lation models used, the main features of the program,
and some example applications.

CASINO v2.42 Structure and Principles

This software has been developed using C++ object
oriented programming language. It therefore takes full
advantage of the native PC operating environment. The
graphical interface used was the MFC library. The fol-
lowing section describes the details of program opera-
tion: sample modeling, electron trajectory calculations,
output and other special features.

Sample Modeling

Two basic geometries for sample representation are
handled by CASINO v2.42: vertical planes and hor-
izontal planes. These simple models can be used to
reproduce a large number of real samples such as mul-
tilayers, heterostructures and grains boundaries. Using
the Simulation/Modify Sample dialog box, the appropri-
ate type of geometries for the desired sample modeling,
the total number of regions with different chemical
composition, and the thickness or width of each region
are set. The substrate option extends the thickness of
the bottom region in the case of horizontal planes, or
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the width of both first and last regions in the case of
vertical planes, to a value much larger than the electron
penetration depth in the sample.

Each of the added layers then needs to be matched to
a chemical composition. This operation is easily done
by “double-clicking” on the layer and then entering
directly the chemical formula (SiO2 for SiO2) or the
atomic or weight fraction of each element present. The
software will calculate an average density based on the
weight fraction of each element, but it is recommended
to use known density values in g/cm3, if available.
A library function allows the user to store special
compositions, for uncommon alloys and compounds.

Electron Trajectory Calculation

The main part of a Monte Carlo program is the sim-
ulation of a complete electron trajectory. This section
describes the different steps and physical models used
by CASINO to calculate electron trajectories.

Different physical models are preprogrammed, so
expert users can set them using the Simulation/Change
Physical Models according to their different prefer-
ences. The present work uses the default values.

The tool is intended to represent, as accurately as
possible, the actual interaction conditions in SEMs.
Modern electron optics and advanced electron sources
such as field emission can achieve subnanometer
image resolution on the sample. CASINO assumes a
Gaussian-shaped electron beam, where the user can
specify the electron-beam diameter of their instrument,
d , representing 99.9% of the total distribution of elec-
trons. The actual landing position of the electron on the
sample is thus calculated using eq(1):

X0 = d
√

log(R1)

2 × 1.65
× cos(2πR2)

Y0 = d
√

log(R1)

2 × 1.65
× cos(2πR3) (1)

where Rx are random numbers uniformly distributed
between 0 and 1.

The initial penetration angle is fixed by the user, and
no scattering angle is initially calculated. The distance
between two successive collisions is evaluated using
the equations:

L = −λel log(R4)[nm] (2)
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where Ci , Ai are the weight fraction and atomic weight
of element i , respectively, ρ is the density of the
region (g/cm3) and N0 the Avogadro’s constant. The
value of the total cross-section (Mott and Massey

1949, Czyzewski et al . 1990), σi (nm2), for each
chemical element of the region is determined using the
precalculated and tabulated value (Drouin et al ., 1997).

This program neglects the effect of inelastic scatter-
ing on electron deviation and groups all the electron
energy loss events in a continuous energy loss function
(Joy and Luo, 1989). With this assumption, the energy,
in keV, between collisions can be calculated using the
following equations:
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where Zj and Jj are atomic number and mean ionization
potential of element j , respectively. Kj is a variable only
dependant of Zj (Gauvin and L’Espérance 1992).

The elastic collision angle is determined using pre-
calculated values of partial elastic cross-section and a
random number (Drouin et al ., 1997). For regions con-
taining multiple chemical elements, the atom responsi-
ble for the electron deviation is determined using the
total cross-section ratio (Hovington et al . 1997).

These steps are repeated until the electron energy
is less than 50 eV or the electron escapes the surface
of the sample and is recorded as a backscattered
electron (BE). The default minimum energy can be
adjusted using Simulation/Options; however, it is not
recommended to use a value lower than 50 eV. Most
of the default physical models used are not accurate
below 50 eV, but higher values can be set by the user
in order to speed up the calculation.

As the electron travels within the sample, the pro-
gram will correct the trajectories while crossing the
interface between two regions. In this case, no angu-
lar deviation is calculated and a new random number is
generated to calculate the distance, L, in the new region.
Using the same random number to calculate L when the
electron trajectory is crossing an interface will intro-
duce an artifact within the electron trajectory compared
to the green line, where a new random number was used
when an electron trajectory was crossing an interface.
This method produces a more reliable distribution of
the maximum depth of electrons in homogeneous and
multilayer samples of the same chemical composition
compared to using the same random number to calcu-
late L in each new region.

Representation of Collected Data

Once the electron trajectories are simulated in the
material, a large amount of information can be derived



94 SCANNING Vol. 29, 3 (2007)

from these raw data. The physical models behind
CASINO give information about the absorbed energy
in the sample and the electrons escaping the surface
of the sample with energy higher than 50 eV. From
such information, different representations of the data,
depending on users requirements, can be generated by
the program. This section gives a brief overview of the
options.

Figure 1 shows an example of the overview distri-
bution panel display for a thin 35 nm silicon film sim-
ulated using 200,000 electrons of 1 keV. This display
gives the user a quick overview of all the distributions
being generated while the simulation is still running
and also once completed. Figure 1(a) shows the maxi-
mum penetration depth in the sample of the electrons,

(b) the maximum penetration depth in the sample of
electron trajectories that will escape the sample surface
(BE), (c) the energy of BEs when escaping the surface
of the sample, (d) the energy of the transmitted elec-
trons when leaving the bottom of the thin film sample,
(e) the radial position of BEs calculated from the pri-
mary beam landing position on the sample, and (f) the
energy of BE escaping area as a function of radial dis-
tance from the primary beam landing position. All those
distributions are normalized by the number of primary
electrons simulated except for (e) and (f). In the latter
two cases, the raw data are shown with the number
of BEs and the energy of the BEs in kiloelectronvolts.
The users may then apply their own normalization to
the data. Once the simulation is completed, the data
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Fig 1. Different distributions of options: (a) maximum penetration depth in the sample of the electron trajectories; (b) maximum
penetration depth in the sample of electron trajectories that will escape the sample surface; (c) energy of BEs when escaping the
surface of the sample; (d) energy of the transmitted electrons when leaving the bottom of the thin film sample; (e) radial position of
BEs calculated from the landing point of the primary beam on the sample; and (f) BE energy as a function of radial escape position
calculated from the landing point of the primary beam on the sample. (Sample, thin film (33 nm) of silicon; Accelerating voltage 1 kV,
Number of electron trajectories simulated = 200,000).
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Fig 2. Top-down view of absorbed energy in InGaAsP sample showing contour energy lines (Accelerating voltage 7 kV, Number of
electron trajectories simulated = 20, 000).
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Fig 3. �(ρZ ) curve of InGaAsP sample simulated at 5 keV, 20,000 electrons trajectories.
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may be exported to scientific graphing software for fur-
ther analysis. Specific settings, such as the precision of
each distribution, can be adjusted through the Distribu-
tions/Select distribution dialog box.

The Energy by Position distribution is a very inter-
esting tool to investigate absorbed energy in the sample
and has application in the areas of electron-beam
lithography, cathodoluminescence, and electron-beam-
induced current (EBIC), for example. This feature
records, in a three-dimensional matrix of cubic ele-
ments, the amount of energy lost by all the simulated
electron trajectories. The user needs to set the num-
ber of elements in each dimension and the program
adjusts automatically the maximum range of electrons
according to the settings of the Max Range Parameter
found in Distributions/Select distribution dialog box.
The user can inspect modeled interactions in all the dif-
ferent layers of the matrix in the XY or XZ planes using
the Distributions/Energy by Position Display Options or
sum all the information and display either a top-down
view of the surface or a cross-sectional view of the
energy absorbed in the sample. Also, an option allows
the display of energy contour lines calculated from the
center of the landing point and shows the percentage

of energy not contained within the line. For example,
a 10% line is the frontier between an area containing
90% of the absorbed energy and the rest of the sam-
ple (Figure 2). A gray shading overlay of the density
of absorbed energy is also shown in Figure 2. The gray
shade ranges from light to dark as the density increases.
Specific applications may require more detailed anal-
ysis of the location and amount of energy absorbed
in the sample; in those cases the Distributions/Export
Data options will give access to the raw data in keV
for each volumetric element.

One other feature, also calculable from the electron
energy lost in the sample, is the generation of charac-
teristic X-rays. Complete details of the physical models
used to generate X-rays can be found in Hovington
et al . (1997). If the Generate x-ray option is set in
Distribution/Select Distribution dialog box, the soft-
ware will generate characteristic X-rays and compile
the results in either classical �(ρz )) curves or as radial
distributions. The slices or ring number of the distri-
bution can be set by the user by adjusting the value
next to the Generate X-ray check box. This value then
determines the �Z or �R thickness by dividing the
total electron range by the number of slices or ring. The
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Fig 4. X-Ray intensities as a function of radial distance (nm) from electron-beam center, simulated at 5 keV, 20,000 electrons
trajectories.
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�(ρz )) curves (Figure 3) give information about the X-
ray generation depth of each chemical element in the
sample. X-ray intensities are normalized with respect
to �(0) as a function of depth, in nanometres. �(0) is
calculated from the X-ray intensity generated in a film
of thickness �Z and of the same chemical composition.
This information may then be useful in choosing appro-
priate SEM conditions for the quantitative or qualitative
analysis of thin films, for example. The radial distri-
bution function collects generated X-rays in concentric
cylinders centered on the primary electron-beam impact
point. Figure 4 shows an example of this distribution.
This type of distribution provides information on the
lateral spreading of electrons and the associated X-ray
generation volumes.

Special Software Features

Many features have been added in this version of
CASINO to improve the general use of Monte Carlo
simulations. The graphical interface allows the user
to view results while the simulation is in progress to
prevent wasting time modeling with improperly set sim-
ulation conditions. A step-by-step wizard walks users
through the different dialog boxes to define the sample,
set the SEM parameters, and select the distributions
to be generated. All the simulation data are stored in
a single file to simplify the handling of the results.

Fig 5. Energy (keV/nm2) absorbed in 500 nm of PMMA resist
deposit on quartz plate as a function of radial distance from
beam center. (Accelerating voltage 50 kV, Number of electron
trajectories simulated = 1, 000, 000).

Once the simulation is completed, the results can be
directly printed, exported in BMP format, or transferred
to spreadsheet software for further analysis or format-
ting. A backup file is automatically created every 5 min
(or as user customized in the Simulation/Options dialog
box), to minimize the risk of data loss and also to
allow the resumption of an uncompleted simulation.
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Fig 6. Cross-section view of absorbed energy in tree layers PMMA resists on GaAs substrate simulated with 30 kV accelerating
voltage.
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Also, linescans of signals arising from the electron
beam doing single scans across a nonhomogenous sam-
ple (vertical planes) can be generated through the
Simulation/Setup microscope dialog box. In such condi-
tions, a vector of the electron-beam landing position is
created and sequentially simulated. The data associated
with each position can either be saved for later study
or discarded to prevent memory overflow.

Application Examples

The following examples illustrate the application
of the simulation tool in relation to electron-beam
lithography, X-ray linescan, and BE linescan modeling.

Electron-beam Lithography

Electron-beam lithography is a widely used tool
for the manufacture of semiconductor devices either
through photomask fabrication or by a direct writing
process. In both cases, proximity correction is crucial
for effective high-density patterning. This technique
allows better correlation between the pattern written
on the photomask or substrate and the pattern design.
Correction of the pattern for proximity effects dur-
ing electron-beam writing requires knowledge of BE
energy and spatial distribution. Figure 5 presents the
energy absorbed in 500 nm of PMMA as a function
of position, in nanometers, simulated at 50 keV on a
glass substrate. This plot has been obtained using the
Energy by position distribution function and sums the
energy in the first 500-nm layers of resist. This plot is

(a)

(b)

Fig 7. Fabrication of T-gate for HEMT. (a) PMMA resist profile after electron-beam exposure and chemical development.
(b) Cross-sectional view of the T-gate after the resist lift-off process.
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then used to calculate total energy absorbed in the resist
layer when the beam is scanning the pattern. Appropri-
ate modification of the pattern prior to exposition is
performed in regions where the energy level reaches
the resist threshold dose outside the desired area.

Direct writing of devices using electron-beam lithog-
raphy is frequently used for microwave chips fabri-

cation, because of its very high spatial resolution litho-
graphic capability, and in some cases for 3D model-
ing of electron resist requirements. Indeed, high elec-
tron mobility transistor (HEMT) gates exhibit a very
narrow footprint and a large cross-section requiring
complex fabrication steps. Those characteristics can
be achieved using multiple resist layers and multiple

(a)

(b)

Fig 8. Comparison of simulated (a) and measured (b) X-ray linescan obtain on a cross-section of InGaAs/InP heterostructure.
(Accelerating voltage, 5 keV, Number of electron trajectories simulated = 5000).
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exposures. Absorbed energy cross-section modeling,
such as shown in Figure 6, can assist the user in the
determination of the exposure parameters and resist
thickness. Once the resist exposure parameters such
as accelerating voltage and dose are properly fixed,
the transistor T-gate can be successfully fabricated
(Figure 7).

X-ray Linescans

X-ray linescan modeling is a useful technique to
investigate the spatial variation of chemical composi-
tion. For example, grain boundary interfaces in met-
allurgical domains or semiconductor heterostructure
cross-sections can be characterized using such tech-
niques to determine the level of inter-diffusion occur-
ring at the interface of two different materials. To
evaluate correctly the chemical intermixing at the inter-
face, the effect of the electron-beam interaction volume
within the sample must be considered. One approach
to consider this effect is by simulating the X-ray lines-
can across a perfect interface (showing no diffusion)
to determine the lateral spreading of electrons and then
comparing this data with experimental measurements.
If a discrepancy between the two curves is observed,
then variation can be associated with inter-diffusion.
Evaluation of the inter-diffusion level can be also esti-
mated by comparing simulations performed on less
abrupt interfaces, by adding vertical planes with a gra-
dient in chemical composition, and experimental mea-
surements. Figure 8 shows a comparison between sim-
ulated and measured linescans obtained from a cross-
section of InGaAs/InP heterostructure. This sample was
fabricated by chemical beam epitaxy and no postde-
position treatment has been performed. The interface
between InGaAs and InP layers is extremely sharp with
no inter-diffused materials.

Backscattered Electron Profiles

In the same manner as described in the previous sec-
tion, a BE profile can be simulated from samples featur-
ing phase interfaces. Figure 9 presents the BE profile
simulated and measured on the same heterostructure
considered in the section “Electron trajectory calcula-
tion”. Generally there is good agreement between the
two curves but some differences are present near the
sample edge and on large layers (>75 nm) of InGaAs
where asymmetries of interface contrast are present. All
these discrepancies can be explained by the BE detec-
tor modeling in CASINO. As an example, BE escaping
at the edge of the sample do not contribute to the over-
all BE signal owing to their very low or even negative
escape angle relative to sample surface. In such cases,
the solid angle of collection and positioning of most
commercials BE detectors prevent collection of these

Measured

Simulated

Fig 9. Comparison of measured and simulated BE profile as a
function of beam position in nanometers obtained on InGaAs/InP
heterostructure cross-section. (Accelerating voltage 3.75 keV,
Number of simulated electrons, 500,000 per points).

BEs. Improved BE detector modeling is presently under
investigation.

Summary

An improved simulation tool for modeling elec-
tron–sample interactions in a scanning electron micro-
scope, based on a Monte Carlo method, has been devel-
oped. It can be used for modeling BEs, X-ray emissions
and absorbed energy in the sample. This has applica-
tions in many different areas including electron-beam
lithography and thin film X-ray microanalysis. A copy
of the program can be downloaded from the follow-
ing website: www.gel.usherb.ca/casino. Despite the fact
that this software was designed for SEM application, it
can be used for STEM or TEM analysis. But the user
must be aware of the energy limitation. No relativis-
tic effect has been included within the models and this
effect will start to be more important at higher energy
(>50 keV). Further work to increase the number of
sample geometries handled by the program and also to
add secondary electron emission modeling capability is
in progress.
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