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Abstract. Energy dispersive X-ray spectroscopy has

insuf®cient resolution to separate the individual lines

of low energy L-series peaks. However, the mass

absorption coef®cients for L� and L� radiation differ

signi®cantly for elements with atomic numbers

between 21 and 32. Effective mass absorption coef®-

cients for the entire L-shell emission were determined

by measuring the variation of the X-ray intensities

emitted from pure element standards, as a function

of the accelerating voltage, and ®tting the experimental

data with a theoretical curve using the XMAC soft-

ware. These experimentally determined mass absorp-

tion coef®cients were compared with average values

calculated on the basis of the theoretical line intensi-

ties, taking into account the primary vacancy genera-

tion and the radiationless Coster-Kronig transitions.
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The component lines of the L-series are not completely

resolvable by energy dispersive spectrometry for X-ray

energies less than approximately 3 keV. This results in

the L� and L� peaks appearing as a single peak with

an energy shift � 10 eV with respect to the exact L�
line position. Use of the undeconvoluted L peak for

quantitative analysis may therefore lead to large errors

in cases where mass absorption differs signi®cantly for

the individual lines [1±3]. The elements principally

affected are those lying between atomic numbers 21

(scandium) and 32 (germanium), for which the energy

of the L� line is slightly greater than the ionization

energy of the L3 subshell. Due to the proximity of the

absorption edge the mass absorption coef®cients for L�

radiation in these elements are up to a factor of six

higher than for L�.

An additional source of error in analysis constitutes

the uncertainty in the reported values of the mass

absorption coef®cients for the L lines of the elements

from Ti to Zn [4 ± 6]. The self absorption coef®cient

for atoms bonded with atoms of other elements can

furthermore vary noticeably from that in the pure

element because the electron transition probabilities

and X-ray absorption properties are in¯uenced by

modi®cations in the structure of the valence band

caused by alloying. The 3d transition elements, in

which the valence band is incompletely ®lled, are

most strongly affected and the self absorption of Ni

L� in alloys such as Ni-Al or Ni-Zn, for example, is

consequently weaker than in the pure metal [7, 8].

Because of the uncertainties in analysis using soft

X-rays, a method has been developed to determine

precise values for mass absorption coef®cients by

measuring the variation of the emitted line intensity

with accelerating voltage. The experimentally mea-

sured values of the X-ray emission rate per unit beam

current are compared to a theoretical curve computed

by the XMAC software [8, 9], which is based on the

XPP model of X-ray generation. Using an iterative

procedure to optimize the ®t a value for the mass

absorption coef®cient can be obtained.

Two alternative approaches may be used to perform

quantitative energy dispersive analysis using com-

pound L-series peaks. In the ®rst, the L� intensity is

estimated by multiplying the total intensity of the L-

shell radiation by a relative intensity factor, aL,

corresponding to the ratio of the L� intensity to that

emitted by the entire L-shell. In the second, the entire

L-shell emission is considered [10] and the use of an
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effective L-shell mass absorption coef®cient is

necessary [2]. Values of aL have been determined

experimentally [11, 12] and, provided that the mass

absorption coef®cients of L� and L� radiation are

similar, should be relatively independent of the

accelerating voltage. Where this is not the case, aL

will depend strongly on the electron energy [3].

The present work discusses the experimental

determination of effective mass absorption coef®cients

for L-series radiation for the elements between atomic

numbers 22 and 33. These data will be compared with

theoretical values derived from the probabilities of X-

ray generation calculated from the radiative decay rates

and effective vacancy distributions.

Experimental Procedure

Energy dispersive X-ray spectra were acquired with an Oxford
Instruments Link Pentafet (Si-Li) detector, operated in the
windowless mode, using an eXL II microanalysis system. The
detector was installed on the column of a JEOL 6400F ®eld
emission scanning electron microscope. The energy resolution of
the detector was 133 eV at Mn K� and the take off angle was 35
degrees. The pumping system of the microscope was equipped
with a liquid nitrogen foreline trap and an activated alumina ®lter,
allowing a ®nal pressure of 2 � 10ÿ5 Pa to be achieved in the
specimen chamber. The beam was rastered in the TV scanning
mode, using a magni®cation of 100 x, in an attempt to minimize
the in¯uence of hydrocarbon contamination [13]. Conditioning of
the detector was carried out immediately before the experiments to
remove the ice layer on the surface of the crystal. Spectra were
obtained at eight different accelerating voltages between 5±30 kV
for each of the elements of interest.

The standards employed were uncoated polished metal discs of
> 99.9% purity mounted in a Geller UHV-compatible, type
NM537F circular holder and a polished specimen of GaAs in an
ASTIMEX METM25-44 metal mount. These standards were stored
under vacuum before use to reduce oxidation of their surfaces. The
electron beam current was monitored before and after spectrum
acquisition by a pneumatically operated JEOL Probe Current
Detector (PCD) connected to a Keithley Model 485 autoranging
picoameter. Beam currents were typically between 0.2 and 1.0 nA
and were found to be stable to within about � 1% over a period of
several minutes, with the microscope operated in the constant probe
current mode. An acquisition live time of 200 s was used, while the
dead time was generally in the range 30±40%. The total net X-ray
counts above the linearly interpolated background were determined
within an energy window defined between the channels at 1.5 times
the FWHM on the low energy side of the Li line and 1.5 times the
FWHM on the high energy side of the L� line.

Theory

An effective mass absorption coef®cient for the total L-

series emission can be estimated using the expression

��=��L � PL��L��Ll��=��L�
� �1ÿ PL��L��Ll���=��L�

�1�

where PL��L��Ll is the probability for generation of

L�, L� and Ll X-rays, and it is assumed that the mass

absorption coef®cients for the Ll and L� radiation are

approximately equal. The intensity of the L� line can

be considered negligible compared to the other

emissions.

The probabilities of X-ray generation were those

used by RoÈhrbacher et al. [3], obtained from the

expressions

PL� � V3!3

V1!1 � V2!2 � V3!3

�
ÿR�L3M4;5�

ÿR�L3�
�
�2�

for L� radiation and

PL��L��Ll � 1

V1!1 � V2!2 � V3!3�
V3!3

ÿR�L3M4;5� � ÿR�L3M1�
ÿR�L3�

� V2!2
ÿR�L2M1�

ÿR�L2�
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for L�, L� and Ll radiation, where Vi is the effective

vacancy distribution, !i is the ¯uorescence yield of the

ith subshell and ÿR ( Li Mj) is the radiative decay rate

of a vacancy from level Li to level Mj. The atomic

number dependent primary vacancy distributions were

obtained from Schiebl et al. [14]. The ¯uorescence

yields were taken from Krause [15] and the radiative

decay rates from Scho®eld [16]. The effective vacancy

distributions for the L2 and L3 subshells incorporate

the effects of the radiationless Coster-Kronig transi-

tions on the primary vacancy distribution.

Results and Discussion

Spectrum peaks for L-radiation obtained from pure

Co and Cu standards are shown in Figs. 1 and 2,

respectively. Contamination effects, evidenced by the

presence of a small C K peak, are relatively minor.

The contamination rate is � 10ÿ1 nm sÿ1 for spot

mode analysis [13] but < 10ÿ 2 nm sÿ 1 in the scanning

mode. The differences between the energies of the L�
and L� lines (0.775 and 0.790 keV for Co, 0.928 and

0.948 keV for Cu) are insuf®cient to allow the

resolution of the individual lines by the spectrometer.

The Co Ll peak at 0.678 keV and the Cu Ll peak at

0.811 keV are only partially resolved. The relative

intensity of the Ll line with respect to L� decreases with

increasing atomic number. For Ti and V the intensity of

both these lines is of similar order of magnitude.

Overlap with the O K line (0.523 keV), due to X-rays

158 D. G. Rickerby and N. W�achter



generated within the surface oxide layer on the metal

standard, may cause dif®culties with quanti®cation for

the Ti L� (0.452 keV), V L� (0.510 keV), Cr L�
(0.573 keV) and Mn Ll (0.556 keV) peaks. Examina-

tion of the line shift for Cr Ll (� 20 eV), together with

AES analysis, has con®rmed that a signi®cant con-

tribution to the overall peak intensity may arise from

this source [17].

Figures 3 and 4 show experimental measurements

of the X-ray emission rates per unit beam current as a

function of the accelerating voltage for V L and Cu L

radiation, respectively. Theoretical curves have been

®tted to these data using the XMAC software, in order

to determine the effective mass absorption coef®cients

for the L-peaks. The relative deviations of the

experimental values from the theoretical curve, which

were 1.21% for V L and 1.15% for Cu L, were < 2%

for all the elements investigated. In performing the

theoretical calculations it was assumed that the depth

distribution curve was identical to that for the L�
emission. Since the ionisation energies for the L-

subshells are similar the depth distributions for L�
and L� should in any case be almost the same.

Table 1 lists the X-ray generation probabilities

computed from equations 1 and 2, the L� and L�
mass absorption coef®cients, (�=�)L� and (�=�)L�,

and theoretical and measured values of the effective

mass absorption coef®cient, (�=�)L calc and

(�=�)L meas, for each element of interest. The differ-

ence between PL��L��Ll and PL� diminishes with

increasing atomic number in accordance with the

experimentally observed decrease in the relative

intensity of the Ll line with respect to the overall

peak intensity. Experimental measurements of the

ratios of the Ll to L� line intensities for Mn, Fe, Co

and Ni were larger than tabulated [17]. The theore-

tically computed values of the effective mass ab-

Fig. 1. Co L peak acquired at an accelerating voltage of 20 kV
from a pure metal standard

Fig. 2. Cu L peak acquired at an accelerating voltage of 20 kV
from a pure metal standard

Fig. 3. Theoretical curve ®tted to the experimental X-ray emission
rate data for V L radiation using the XMAC software

Fig. 4. Theoretical curve ®tted to the experimental X-ray emission
rate data for Cu L radiation using the XMAC software
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sorption coef®cient tend to overestimate the experi-

mentally determined ones, except in the case of Cu.

Theoretical values could not be determined for Ti, V,

Cr and Mn because reliable estimates of the radiative

decay rates were unavailable for elements of atomic

number below 26.

The values for the L� and L� mass absorption

coef®cients employed in the theoretical calculations

and listed in Table 1 were those supplied for use with

the STRATA [18] thin ®lm analysis program. These

values were obtained from the MAC86 compilation

due to Heinrich [19] with certain modi®cations, in

particular for the coef®cients for self absorption of the

L� lines from Sc to Cu and As L� in Ga [20]. Mass

absorption coef®cients determined by WDS using the

XMAC software [8] are, in general, no more than 10%

greater than these values and in many cases the error

is less. However, as remarked previously, there is a

wide variability in the reported values for the L� mass

absorption coef®cients. Some of this uncertainty

results from measurements made on unresolved

L��L� peaks obtained by energy dispersive spectro-

scopy [6]. The values given by Henke [21] are

consistently lower than those used here. If we assume

values of 1915 cm2 gÿ1 for Co L� and 11059 cm2 gÿ 1

for Co L� [3] the theoretical effective mass absorption

coef®cient becomes 3893 cm2 gÿ 1 instead of

5251 cm2 gÿ 1. This is very near to the value of

3847 cm2 gÿ1 that is found to yield the best results

over a wide range of electron energies [22] and is also

within 8% of the value of 4162 cm2 gÿ1 determined in

the present work.

Since the self absorption coef®cients for As L� and

L� radiation are nearly the same the effective mass

absorption coef®cient for the L-series would be

expected to be similar to that for L�, whereas the

experimental measurements show that it is over 25%

higher. The actual value, 1435 cm2 gÿ1, is close to that

of 1457 cm2 gÿ1 for the L� mass absorption coef®-

cient determined from WDS measurements on a GaAs

standard.

The experimentally measured effective mass

absorption coef®cient for Ti L, 9311 cm2 gÿ1, is lower

than the value of 12680 cm2 gÿ1 [2], which was found

to give improved analysis results for a thin Ti layer

deposited on Si. This may be due to the relative

insensitivity of measurements on thin layers to

differences in the mass absorption coef®cient, or to

the contribution of O K radiation emitted from the

surface oxide layer on the standard to the apparent Ti

L� intensity at low accelerating voltages. The spectra

acquired from a pure Sc standard had inadequate

signal to noise ratios to allow X-ray count rates to be

measured with suf®cient precision for determination

of the effective L-shell mass absorption coef®cient for

this element.

Conclusions

± Experimentally determined effective L-series mass

absorption coef®cients for the elements between

atomic numbers 22 and 32 are greater than those for

L� radiation alone because of the contribution of

the more strongly absorbed L� line to the total L

peak intensity.

± The experimental values are generally smaller than

those predicted by a simple theoretical calculation

based on the relative generation probabilities of the

constituent X-ray lines.

Table 1. X-ray generation probabilities [3] and L�, L� and effective L-series mass absorption coef®cients (cm2 gÿ1) for the elements from
Ti to As

Z Element PL� PL��L��Ll (�=�)L� (�=�)L� (�=�)Lcalc (�=�)Lmeas

22 Ti 4550 26460 9311
23 V 4370 21888 5767
24 Cr 3850 19144 5460
25 Mn 3340 16282 3953
26 Fe 0.68778 0.77252 3350 14488 5884 4593
27 Co 0.71029 0.78366 3260 12465 5251 4162
28 Ni 0.71405 0.77588 3500 11379 5266 4494
29 Cu 0.71338 0.77034 1755 6750 2902 3270
30 Zn 0.71797 0.77031 1485 8547 3107 2223
31 Ga 0.71051 0.75789 1354 7341 2804 1802
32 Ge 0.70379 0.74626 1261 6474 2584 1996
33 As 0.69505 0.73603 1182 1109 1163 1435
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± The experimental value of the effective mass absorp-

tioncoef®cient for the CoLpeak is in reasonablyclose

agreement with the value of 3847 cm2 gÿ1 reported

previously to give the most accurate analytical results

over a range of electron energies.

± The principal source of error in these measure-

ments, especially at low accelerating voltages, is

the presence of oxide and carbon contamination

layers on the standards.
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