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We present a general algorithm for the simulation of x-ray spectra emitted from targets of arbitrary
composition bombarded with kilovolt electron beams. Electron and photon transport is simulated by
means of the general-purpose Monte Carlo ceeleeLOPE using the standard, detailed simulation
scheme. Bremsstrahlung emission is described by using a recently proposed algorithm, in which the
energy of emitted photons is sampled from numerical cross-section tables, while the angular
distribution of the photons is represented by an analytical expression with parameters determined by
fitting benchmark shape functions obtained from partial-wave calculations. lonization of K and L
shells by electron impact is accounted for by means of ionization cross sections calculated from the
distorted-wave Born approximation. The relaxation of the excited atoms following the ionization of
an inner shell, which proceeds through emission of characteristic x rays and Auger electrons, is
simulated until all vacancies have migrated to M and outer shells. For comparison, measurements of
X-ray emission spectra generated by 20 keV electrons impinging normally on multiple bulk targets
of pure elements, which span the periodic system, have been performed using an electron
microprobe. Simulation results are shown to be in close agreement with these measurements.
© 2003 American Institute of Physic§DOI: 10.1063/1.1545154

I. INTRODUCTION electrons is generally difficult, mostly because bremsstrah-
lung emission and inner-shell ionization occur with very
An accurate description of x-ray spectra emitted fromsma| probabilities, in comparision with the dominant inter-
samples irradiated by kilo-electron-voltkeV) electron  action mechanisms of elastic scattering and outer-shell ion-
beams is of interest for quantitative electron probe mivzaion (or excitation. In practical MC simulations of keV
croanalysis, especially for the analysis of samples with coMgaciron transport, the description of x-ray emission mecha-
plex geometriegporous media, rough surfaces, submicron,iqmg s frequently oversimplified and even disregarded, ow-
particles, etg.or under grazing-exit conditiorls,and in gen- ing to their negligible stopping effect.
eral for the characterization of medical and analytical x-ray Simulations of x-ray spectra generated by keV electrons
source<:® Although, in principle, x-ray spectra can be com- have been carried out by different authéesg., Refs. 5-
puted from the numerical solution of the electron-transporlin the majority of cases, only the electron ,transport is di-

equatiorf, Monte Carlo(MC) simulation has proven to be rectly simulated and the photon generation and transport is

the most suitable method for the calculation of electron—described by other means. Moreover, comparison of

induced x-ray spectra, mostly because it can incorporate re- : : . ) )
imulation/calculation results with experimental spectra is

alistic interaction cross sections and can be applied to targe?s : . .
. . usually made in relative terms, e.g., by normalizing the mea-
with complex geometries.

The x-ray emission spectrum generated by keV electronsured X-ray spectrum to the same area as the MC result, due

. - . . ?0 the fact that the conversion of measured spectra to abso-
consists of characteristic peaks superimposed on a contlnr]—

ous background. The background is caused by bremsstra jite u?rl]tstreqwres klrowf!red?e do;;vallrlous mstrutm_e?tal param-
lung photons and, to a lesser extent, by Compton—scattere%terg a aret ufg: y a-becde 3{ ar%ﬁ urf1ce{ha|n !es.l i
characteristic x-rays. Characteristic peaks are produced by x empatet al.”described an algorithm forthe simulfation

rays emitted in radiative transitions of atoms that are ionizec?f coupled electrop-phot_on transport, ba§Ed on the use of the
in an inner shell, either by electron impact or by photongeneral-purpose simulation COHENELOPE™ As noted by the

absorption. The calculation of x-ray emission spectra by ke\RUthOrs, owing to approximations in the cross sections of the
various emission mechanisms, the algorithm was not appro-

priate for an accurate simulation of x-ray spectra generated
dAuthor to whom correspondence should be addresed; electronic maii‘Dy keV electrons. Acostat al'° further developed the Sem-
xavier@giga.sct.ub.es o o .

bpermanent address: Instituto désiEa, Universidade Federal do Rio Pau etal. algor'thm and |mproved the generation of charac-

Grande do SU[UFRGS. 91501-970 Porto Alegre, RS. Brazil. teristic x rays by electron impact by using more elaborate
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cross sections for K-shell ionizatidh;they also improved (screened Rutherfoyd>CS and a simple correcting distribu-
the intrinsic angular distribution of emitted bremsstrahlungtion, which is either a fixed-angle distributida delta distri-
photons at low energies by using an analytical approximatéution) or a large-angle triangle distributigifor further de-
formula derived by Kirkpatrick and Wiedmatf(and subse- tails, see Ref. 21 The MW DCS model contains three
quently modified by Statham Although the simulation re- parameters that are determined in such a way that the mean
sults of Acostaet al1° were in fair agreement with measured free path between collisions and the mean and the variance
absolute spectra, the adopted bremsstrahlung angular distdf the angular deflection in each elastic collision are identical
bution was not yet accurate enough for quantitativewith the values obtained from a realistic numerical DCS. The
purposes? Moreover, the simulation code allowed only the model is thus completely determined by the values of the
simulation d K x rays, as the adopted electron-impact ion- mean free path and the first and second transport mean free
ization cross sections were not appropriate for L and outepaths, which have been calculated for all elements using a

shells. partial-wave method with the Dirac-Hartree-Fock field, cor-
Recently, Acostat al1* have proposed an algorithm for rected for exchange effects.
the simulation of bremsstrahlung emission in whichthe Inelastic collisions are described in terms of the analyti-

energy of emitted photons is sampled from numericalcal DCS derived from the Lijlequist—Sternheimer general-
energy-loss spectra obtained from the scaled cross-sectidgzed oscillator strengthkGOS model. In this model, the ion-
tables of Seltzer and Berdéand(ii) the angular distribution ization of each atomic electron shell is described by a single
is described by an analytical expression with parameters de$ oscillator, whose “resonance energy” is set in such a way
termined by fitting the benchmark partial-wave shape functhat the mean ionization energy tabulated by Berger and
tions of Kissel, Quarles and Praft.Seguiet al,}” on the Seltzef® is reproduced. The model yields stopping powers
other hand, have developed a computer code for calculatintpat coincide with the values recommended by Berger and
electron-impact ionization cross sections of neutral atoms usSeltzer for energies above 10 keV, and is expected to remain
ing the distorted-wave Born approximatioBWBA). In the  accurate for much smaller energies, down to a few hundred
energy range of interest, DWBA calculations are formidablyelectron volts. However, inner-shell ionization cross sections
difficult, not only because of the very slow numerical con-obtained from the Lijlequist—Sternheimer GOS model are
vergence of the partial-wave series, but also because radiahly roughly approximate. Although their use in a Monte
integrals must be calculated with high accuracy to prevenCarlo code is permissible, as inner-shell ionization is a low-
the accumulation of numerical errors. The calculation pro-probability process and has a very weak effect on the global
gram of Seguet all’ overcomes these difficulties and repro- electron-transport properties, the Lijlequist—Sternheimer
duces experimental ionization cross section measurements &GOS model is not appropriate for simulating inner-shell ion-
both K and L shells satisfactorily, as has been recentlyzation and the subsequent emission of characteristic x rays.
showrt®%for selected elements. To overcome this difficulty we will consider inner-shell ion-
In the present article we describe an MC algorithm forization as an independent interaction process, which has no
the simulation of x-ray spectra emitted from targets bom-effect on the projectile, and describe it using the more elabo-
barded by keV electrons, which incorporates the Acostaate DWBA cross section&ee below.
et al}* simulation of bremsstrahlung emission together with
K- and L-shell ionization cross sections obtained from the
DWBA calculations of Seguét al.” The relaxation of ion-  B- Simulation of bremsstrahlung emission
ized atoms is simulated by USing transition prObabilitieS from The simulation of bremsstrah|ung emission is performed
the Lawrence Livermore National Laboratory Evaluatedpy ysing the algorithm developed by Acostaal.* To be
Atomic Data Library(EADL).?’ As in our previous studies, more specific, we consider the bremsstrahlung DCS for elec-
the transport of electrons and photons is described by thﬁons of kinetic energ)E in an amorphOUS, Sing|e-e|ement
Standard, detailed method USing the latest version of thmedujm of atomic numbeZ. After integra‘[ing over the an-
general-purpose MC codeeNELOPE> To validate the simu-  gular deflection of the projectile, the DCS depends only on
lation scheme, we have performed absolute measurements pfe energyW of the emitted photon and on the direction of
x-ray emission spectra generated by 20 keV electron beamgnission, represented by the polar angleelative to the

impinging normally on single-element targets using an elecgirection of the projectile, and can be expressed as
tron microprobe. Measurements were performed on targets o2 q
g ag

of 14 elements, which span the periodic system. Simulation _Y
results agree well with measured absolute spectra in the pho- dW d(cosf) dW

ton energy range between3 and~15keV, where the ef- here = W/E is the reduced energy of the photahy/dW
ficiency of the SiLi) detector is approximately constant. s the energy-loss DCS, differential only in the energy of the
emitted photon ang(Z, E, «; cosé) is the shape function,
II. SIMULATION OF X-RAY EMISSION SPECTRA i.e., the probability distribution functioripdf) of cosé for
given values of and k (normalized to unity.
The scaled bremsstrahlung DCS is defined as
Elastic scattering of electrons is simulated by using thg 82/Z2)Wdo/dW, whereB=uv/c is the velocity of the elec-
modified Wentze(MW) model. The MW differential cross tron in units of speed of light. Seltzer and Bergef pro-
section(DCS) is expressed as a combination of the Wentzelduced extensive tables of the scaled DCS for all the elements

p(Z, E, k; cosb), (1)

A. Electron penetration and slowing down
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FIG. 1. Electron impact K-shell ionization cross section for(8eand La x-ray production cross section for Ab) vs incident electron energy. Solid lines
are results from distorted-wave ionization cross sections calculated by &eaili Symbols are experimental data from different souf@e8:3325.35

(Z=1-92) and for electron energies from 1 keV to 10 GeV, atomic electron shells, an@) energies and emission prob-
which constitute the most reliable theoretical representatiombilities of the electrons and x-rays released through the de-
of bremsstrahlung energy spectra available at present. In thexcitation cascade of the ionized atom. To determine the lo-
present study, the scaled DCS is obtained from Seltzer anchtion of ionizing events and the atomic shell that is ionized
Bergers's databasé,and tabulated for a dense grid of elec- we only need to consider total cross sections for ionization of
tron kinetic energies, allowing accuratend fast linear in-  individual inner shells. Here, we will adopt the DWBA cross

terpolation in the variable B sections computed by Segeii al.!’
For the angular distribution of emitted photons To give a feel for the reliability of these DWBA ioniza-
p(Z, E, k; cosé), we use the following expressidi: tion cross sections, in Fig. 1 we compare results from experi-
3 o— 3’ 2 1 o mental measurements of K-shell ionization cross section for
p(cosf)=A5 1+( cosf—p ) 1 B Fe and la x-ray _productlon cross sectlo!ar(a) for Au, W|t_h
8 1—p'cosf/ |(1—pB’ cosh)? DWBA calculations.La x-ray production cross sections
2 were obtained by combining the corresponding ionization
+(1—A)§ 1— cosfd— B cross sections; for the different L subshells using the for-
4 1— B’ cosé mula (see, e.g%)

12 r _

x—l P , ) ULa_Mng[UL3+f230'L2+(fl3+f12f23)0'L1]1
(1— B’ cosh)? @

with 8= B(1+B). The parameterA andB are determined, o
by least-squares fitting, for the 144 combinations of atomicVherél’v, -1, andl'ror -, are the x-ray emission rates for
number, electron energy, and reduced photon energy corréle La line (Mys—Ls transition and for all L lines
sponding to the benchmark partial-wave shape functions calM.N,O—Lj transitions, respectively,»__ is the fluores-
culated by Kissel, Quarles, and PriitThe quantiies cence yield for the 4 shell andf;; are the Coster—Kronig
In(AZB) and BB vary smoothly withZ, B, and k and are transition probabilities. These parameters were obtained by
obtained by cubic spline interpolation of their values for thecombining the corresponding transition probabilities ex-
benchmark cases. This permits the fast evaluation of thaacted from the EADL
shape function for any combination @ g, and x. More-
over, the random sampling of the photon direction, i.e., of
cos&,' is pﬁrformed by means of a simple and fast analytlcabl Atomic relaxation
algorithm:

r Total- L4

In the present study, we simulate the emission of char-
acteristic x-rays that result from vacancies produced in K

As already mentioned, the GOS model used to describshells and L subshells by photoelectric absorption, Compton
inelastic collisions is only appropriate for accounting for thescattering, and electron impact. These processes may leave
average effect of such collisions on the primary electron. Tdhe target atom in an ionized state with a vacancy in an inner
obtain reliable inner-shell ionization distributions, more real-shell (the probability of direct multiple ionization is negligi-
istic cross sections for this process must be considered. bly small. We assume that the atomic relaxation process is

A consistent model for the simulation of x-ray emission independent of the mechanism by which the initial vacancy
must account for the following features of the procgds: is created. In the simulation code, the relaxation of inner-
space distribution of inner-shell ionization along the projec-shell vacancies is followed until the K and L shells are filled
tile’s track; (2) relative probabilities of ionizing various up, i.e., until the vacancies have migrated to M and outer

C. Inner-shell ionization
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shells. Vacancies in these outer shells originate much leds subshells have been filled up or when there is not enough
energetic secondary radiatigAuger electrons and x-rays energy to produce “active” radiation, with energy larger than
which only contributes in the low-energy portion of the x-ray the absorption energy. The excitation energy of the residual
spectrum. ion is assumed to be deposited locally.

The relaxation cascade is a sequencg)afadiative tran- It is important to bear in mind that we are disregarding
sitions SO—S1an electron from the S1 shell fills the vacancy the emission and transport of soft x-rays and slow electrons.
in the SO shell, leaving a hole in the S1 shelhd (i) non-  This sets a lower limit to the photon energies for which the
radiative transitions SO-S1-S2n electron from the S1 present code is applicable. In principle, simulation results are
shell fills the vacancy in the SO shell, and the released energgxpected to be reliable only for photons with energies larger
is taken away by an electron in the S2 shell; this procesthan the ionization energy of the M1 subshell of the heaviest
leaves two vacancies, in the S1 and S2 shellenradiative  element presentl25 eV for copper, 720 eV for silver, 3.4
transitions of the type I—LJ—Xq, which involve an elec- keV for gold, and 5.5 keV for uraniumn
tron transition between two L subshells and the ejection of an
electron from an outer shellkare known as L shell Coster— E. Photon transport

Kronig transitions. _ . _ The considered photon interactions are cohef&aly-

_ For each eIeme_nt in the medlum,_the information used_tqeigh) scattering, incoherer{Compton scattering, and pho-
simulate the relaxation cascade consists of a table of possiblgg|ectric absorption. The cross sections implemented in
transitions, transition probabilities, and energies of the repcye opeare given by simple analytical formulas, with pa-
leased x-rays and electrons, for ionized atoms with a singleameters determined from fits to updated interaction data
vacancy in the K shell or in an L subshell. The energies ofom different sources. The DCS for coherent scattering is
x-rays eT'tted in the radiative transitions are taken frompptained from the Born approximation, with the atomic form
Bearder?”* For Auger emission, the energy of the emergingtactor given by a simple rational expression with parameters
electron is obtained as the difference between the ionizatiogetermined from a fit to the numerical form factors tabulated
energies of the shells involved. It is also assumed that thgy Hubbell et al3” Compton scattering is simulated by
presence of additional vacancies, in the same or other shellgyeans of the relativistic impulse approximatiSnyhich ac-
does not affect the emission energies. This assumptiogoynts for Doppler broadening and binding effects. Photo-
amounts to neglecting the relaxation of the emitting ion.glectric cross sections, are obtained by interpolation in a
Therefore, our approach will not produce L-shell satellitetgple generated with theccom program of Berger and
structures, which arise from the filling of a vacancy in apypbell®®4° All random variables are generated by using

doubly ionized L shellgenerated, e.g., by a Coster—Kronig pyrely analytical expressions, so that the structure of the
transition), and release energy that is slightly different from sjmulation code is very simple.

the energy liberated when the shell contains only a single
vacancy (because of the reduced screening of the nucleag, Simulation algorithm

charge due to the additional hplé\s mentioned previously, As alread ioned imulati based h
multiple ionization is not considered and therefore our ap- s already mentioned, our simulations are based on the

proach cannot produce the so-called hypersatellite "nesgglnerfal-purt?]oselz\l&rrulatllczm COHEXELOPE SVTIChBlgﬁT<¥?1I|_
which arise when the ionization event leaves the atom wittf>'c oM the Nuclear Enhergy Agency Data o he
two holes in the same shell. remsstrahlung simulation algorithm and the description of

The transition probabilities are extracted from thef[he atomic relaxation cascade described above have been

EADL.2 It is also worth recalling that such transition prob- MPlémented into the latest version RENELOPE

abilities are approximate. For K shells they are expected to . AlthothpENE.LopE(.:an S|mglate elgctron tracks using a
be accurate to within one percent or so, but for outer shellémxed procedure in which soft interactions are described by

they are subject to much larger uncertaind@Even the means of a multiple scattering approach, in the present study

L-shell fluorescence yieldthe sum of radiative transition vvle (t)rpenra;(ie tthrie codre n t:er ‘163""5? rsm':|u Iﬁt'gn irrr:f)c:e, tli.er;,
probabilities for a vacancy in the L shelis uncertain by electro stories are generate eraction by Interaction.

about 20%(see, e.g., Refs. 20 and 39 The transport of photons is also described by the conven-

The simulation of the relaxation cascade is performed ag_onall f_letalle(ej ;ne:hth. Toct!(r)nnp;gve_ﬁjtgrle be Tﬁ Ieggya Otf the
follows. The transition that fills the initial vacancy is ran- simutation, we apply interacti reingto both character-

domly selected according to the adopted transition probabili'-StIC and bremssirahiung emission processes. That Is, we ar-

ties, by using Walker's aliasing meth8828 This transition tificially shorten the mean free paths for these interactions

leaves the ion with one or two vacancies. If the energy of theand’ a(;:cordmg?yi W? ridefmti thq W?'%.hts of trllte gertl)gratt(ajd
emitted characteristic x-ray or Auger electron is larger tharpecondary particies to keep Ine simuiation resuits unbiased.

the corresponding absorption enefgg. the energy at which
the tracking of particles is discontinugdhe state variables
of the particle are stored in the secondary stagkich con- X-ray spectra were acquired from thick samples of the
tains the initial states of all particles produced during theelements Be, C, Si, Ti, Ni, Fe, Ge, Zr, Te, W, Pt, and Au on
current shower that have not yet been simulatdtie gen- a CAMECA SX-50 electron microprobe, using a 20 keV
eration of the cascade continues by repeating the process fetectron beam at normal incidence. The spectra of emerging
each remaining vacancy. It ends either when the K shell ang-rays were analyzed with a &i) energy-dispersive x-ray

Ill. EXPERIMENTAL METHOD
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FIG. 2. Simulatedsolid line) and experimentaldoty absolute x-ray spectra from berilliuga), silicon (b), and titanium(c) generated by 20 keV electron
beams at normal incidence.
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FIG. 3. Simulatedsolid line) and experimentaldots absolute x-ray spectra from irda), germanium(b), and zirconium(c) generated by 20 keV electron
beams at normal incidence.
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spectrometer, located in a direction forming an angle of 401V. RESULTS AND DISCUSSION
with the sample surfacgake-off angle. Therefore, the x-ray
emission angle is 130° with respect to the incident electron  To account for the response of the detector, simulated
beam(i.e., reflection configurationAccording to the manu- spectra were convoluted with a Gaussian distribution with an
facturer’s specifications, the (&i) crystal is 3 mm thick and energy-dependent full width at half maximuf@WHM). The
has an active area of approximately 12.5tifhe detector variation of the FWHM with the photon energy was esti-
has a 7um-thick beryllium window and a contact gold layer mated from measured x-ray spectra from different pure
0.02 um thick. The thickness of the Si dead layer is @rh.  specimens, whose characteristic K x-ray energies span the
The emerging photon beam is collimated with a diaphragnregion between 1-15 keV.
(300 um in diametey placed in front of the beryllium win- When comparing measured x-ray spectra with simula-
dow, at 53 mm from the target. This minimizes spurioustion results the following features should be considered. On
x-ray peaks caused by electrons backscattered onto the pdlee one hand, as mentioned previously, modeling of the
piece of the final lens of the microprobe column and otheiphysical processes in the simulation code is limited to ener-
objects near the specimen. Probe currents were measurgiks larger than the ionization energy of the M1 subshell of
using a Faraday cup placed on the sample holder, and wetke heaviest element present. As a consequence, M lines of
chosen so as to yield a counting rate below 1000 counts pehe heaviest elements will not appear in the simulated spec-
second, thus minimizing pulse pile-up effects. Typical acquitra. On the other hand, we must recall that measured spectra
sition times were about 1 h. are affected by various artifacts, such as incomplete charge
Acquired x-ray spectra were converted into absolute incollection, pulse pile-up, escape peaks, and sum pEdks,
tensity units, i.e., number of photons emitted per unit energwhich cannot be totally avoided and whose effects are not
interval and unit solid angle per incidetiiombarding elec- included in the simulations.
tron, by using the equation In Figs. 2, 3, 4 we compare simulated and measured
x-ray spectra generated by 20 keV electrons impinging at
normal incidence on thick Be, Si, Ti, Fe, Ge, Zr, Te, W, and
(4) Pt targets. As indicated above, the comparison is meaningful
only for the photon energy range from 3 to 15 keV, where the
detector efficiency is nearly independent of the photon en-
where Ng, is the number of counts in a particular photon €rgy and close to unity. In general, agreement between simu-
energy channel\, is the total number of incident electrons, lation results and measurements is seen to be satisfactory.
AQ is the solid angle subtended by the x-ray detecidt,is ~ This agreement provides evidence for the reliability of the
the energy channel width, ane(E) is the detector effi- adopted interaction cross sections and for the accuracy of the
ciency; a function of the photon energy. The number of in-Simulation algorithm implemented PENELOPE
cident electronN, was evaluated by multiplying the probe However, closer examination of the figures reveals that
currentl , by the acquisition timé. The width of the photon there are some systematic differences between simulation
energy channelE of the spectra is given by the energy- and experiment. In fact, if we rescale some of the experimen-
dispersive spectrometer software. The solid angf@ was  tal spectra, by dividing them by a constant so as to have the
computed ag\/d?, whereA is the area of the entrance aper- Same area as the corresponding simulated spectrum in the
ture of the collimator, andl is the distance between the range 3-15 keV, agreement between simulation and experi-
sample and the collimator. An estimation of the efficiency ofment improves. This is illustrated in Fig. 5, which compares
the SiLi) detector, using nominal values of the berillium simulated and experimental spectra in the above-mentioned
window and crystal size, indicated that it is constant andohoton energy range for C, Ni, and W. In the case of Ni and
close to unity in the photon energy range between 3 and 18V, the experimental spectra were divided by factors 1.06 and
keV:*42 The limited information available on the internal 1.10, respectively, whereas for C, no rescaling was needed.
structure of the $Li) detector did not allow us to estimate By and large, the factors required to improve agreement be-
accurately the drop in efficiency outside this range. Hencefween simulation and experiment seem to increase slightly
comparisons of simulated and measured spectra are meanith the target atomic number. Indeed, for the I@wele-
ingful only in the indicated interval of photon energies. ments Be, C, and Si no systematic differences between simu-
Uncertainties from counting statistics ranged typicallylation and experiment are observed, for mediziralements
from 3 to 8 % for the continuous component of the spectra(Ti to Zr) differences are about 6-7 %, whereas for hih-
and were 1-2 % for most of the characteristic peaks. Usinglements(Te to Au) experimental results are abott10%
the values forA and d quoted by the manufacturer, the un- higher than simulation results.
certainty inAQ) was estimated to be less than 2%. The num-  The origin of these systematic axddependent differ-
ber of incident electrons was estimated to be accurate tences remains unclear. Presumably they could arise from in-
within 2%. Other sources of systematic uncertainty, such aaccuracies in the adopted bremsstrahlung cross sections or
those associated with the take-off angle and target uniforfrom an instrumental artifadia possible cause could be that
mity, are considered to be negligible. The various error conelectrons backscattered from the sample reach the detector
tributions, added in quadrature, lead to an overall uncertaint{n the basis of the work of Kissadt al,'® the electron-
of about 4—8 % for the continuous component of experimennucleus component of the adopted scaled bremsstrahlung
tal spectra and less than 3% for the characteristic peaks. cross section is considered to be accurate to within 10%.
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