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Earthquake Slip Vectors and Estimates of Present-Day
Plate Motions

CHARLES DEMETS

University of Wisconsin at Madison

Although horizontal slip directions determined for earthquakes along transform faults and shallow subduc-
tion thrust faults are commonly assumed to parallel the direction of motion between two plates, systematic
biases of earthquake slip vectors relative to the local long-term average plate direction can be introduced by a
variety of causes, including deformation of forearcs above subduction zones, unmodeled lateral velocity
heterogeneities near earthquake sources, and unrecognized changes in plate velocities within the averaging
interval of the kinematic model. Given that earthquake slip vectors comprise nearly two thirds of the data
used to derive the NUVEL-1 model for present-day global plate velocities, it is important to determine the
extent to which potential systematic biases of earthquake slip vectors could degrade estimates of plate veloci-
ties given by NUVEL-1. Here, two altemative models for global plate velocities are derived and compared
1o NUVEL-1. The first model, NUVEL-SZ, is derived from a data set that omits the 240 subduction zone
slip vectors in the NUVEL-1 data set but includes all remaining 882 kinematic data. The velocities predicted
by NUVEL-SZ and NUVEL-1 differ little, with maximum differences of only 1 mm yr'! and 2° along all
plate boundaries except those surrounding the Caribbean plate. The second model NUVEL-G is derived
from a data set that omits all 724 carthquake slip vectors but includes the remaining 277 spreading rates and
121 transform fault azimuths. Velocities predicted by NUVEL-G and NUVEL-1 also differ little, with max-
imum differences of 2 mm yr ! and 4° except for the Caribbean plate boundaries. These results indicate that
even in the unlikely event that all earthquake slip vectors in the NUVEL-1 data set are unreliable recorders of
long-term plate directions, the slip vectors do not significantly degrade the model. It thus appears that the
decision to use or not 1o use earthquake slip vectors to derive a global plate motion model has little practical
effect on the ability to derive an accurate description of present-day plate velocities. Little emphasis is placed
on the changes in estimates of Caribbean plate velocities that occur upon exclusion of earthquake slip vec-
tors; nearly all of the data from Caribbean plate boundaries are suspect and it is unlikely that the NUVEL-SZ
or NUVEL-G models represent a significantly improved description of Caribbean plate velocities. Com-
parison of 677 slip vectors from transform faults to directions predicted by NUVEL-G shows statistically
insignificant differences along 12 of 15 spreading centers. The good agreement between the nearly instan-
tancous estimates of slip directions provided by slip vectors and the longer-term average directions given by
NUVEL-G suggest that in general, transform fault slip vectors parallel the longer-term average directions
along transform faults. Interestingly, a statistically significant difference between slip vectors from right-
slipping and left-slipping transform faults is noted for nearly all spreading centers, with slip vectors along
right-slipping and left-slipping faults rotated clockwise and counterclockwise, respectively, from the predicted
direction. The cause of this bias is unknown, but may be related to biases introduced by unmodeled lateral
heterogeneities in the mantle near transform faults.

Because the number of earthquake focal mechanisms has
increased more rapidly over time than other kinematic meas-
urements of plate motions, they now outnumber other types of

INTRODUCTION

Earthquake focal mechanisms are arguably the most

important source of information currently available for studies
of instantaneous crustal deformation. Unlike other observa-
tions of present-day crustal stress and strain, which have lim-
ited geographic coverage and are repeated infrequently if at
all, earthquakes provide a relatively continuous stream of
information about globally distributed deformation. One of
the most useful applications of earthquake focal mechanisms is
for determining directions of motion along active plate boun-
daries. Strike-slip earthquakes along transform faults, and
shallow-thrust earthquakes along subduction zone interfaces
are generally assumed to have horizontal slip directions that
parallel the local direction of motion between two plates.
These slip directions have been used in conjunction with
spreading rates and transform fault azimuths determined from
magnetic and bathymetric observations to derive quantitative
models for present-day global plate motions [Minster et al.,
1974; Chase, 1978; Minster and Jordan, 1978; DeMets et al.,
1990].
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data used to characterize global plate motions. For instance,
the NUVEL-1 model, which describes the 3.0 m.y.-average
velocities of 12 plates, is derived from 1122 spreading rates
and slip directions, of which 724 or 65% are earthquake slip
vectors [DeMets et al., 1990]. Although the cumulative data
importance of the 724 slip vectors, which is a measure of the
information that the slip vectors contribute to the NUVEL-1
model [Minster et al., 1974], constitutes less than 7% of the
information contained in the 1122 data, they provide useful
information about convergence directions across subduction
zones, where alternative information about rigid plate conver-
gence directions is not available.

The inexorable increase in the number of available earth-
quake focal mechanisms suggests that they will continue to
contribute useful information to kinematic studies. It is thus
important to identify the degree to which slip vectors satisfy
the principal assumption underlying their use as kinematic
data, namely, the assumption that slip vectors parallel long-
term average plate directions. At least four potential sources
of bias might skew earthquake slip directions away from the
long-term average plate direction. These are plate boundary
deformation that is distributed across multiple faults or other
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structures, recent changes in plate directions, biasing of earth-
quake focal mechanisms due to unmodeled velocity hetero-
geneities in the upper mantle, and a slip-dependent bias along
transform faults. Each is described briefly below.

The assumption that earthquake slip vectors parallel the
long-term (i.e., several million year) slip directions between
rigid plates depends in part on the degree to which slip along
a single fault or series of closely spaced, similarly slipping
faults accommodates all of the motion between two plates.
Although this is probably an accurate assumption for strike-
slip earthquakes that occur in transform fault valleys, where
slip is concentrated along one or more parallel to subparallel
fault strands, it is probably less accurate for subduction zones,
where some of the relative motion between two converging
plates is often accommodated by deformation inland from the
main subduction thrust. Subduction-related deformation within
the overlying plate ranges from shortening within foreland fold
and thrust belts, to strike-slip faulting within forearcs in zones
of oblique subduction, to rapid back-arc spreading. Rotation
of subduction zone earthquake slip vectors away from the net
rigid plate direction where such deformation occurs is well-
documented. For instance, geologic and kinematic studies of
subduction zones that accommodate oblique convergence find
that slip vectors derived from shallow thrust earthquakes are
often oriented between the trench-normal direction and the
predicted convergence direction [Fitch, 1972; Jarrard, 1986;
DeMets et al., 1990]. The intermediate orientation of the
subduction-related slip vectors implies that they record motion
of the subducting plate relative to an overlying crustal sliver
that is detached from the overlying rigid plate. Studies of
forearc geology and seismicity [e.g. Kimura, 1986; Geist et
al., 1988; Ekstrom and Engdahl, 1989; McCaffrey, 1991;
DeMets, 1992] suggest that oblique subduction occurs along

most trenches and that earthquake slip vectors from subduction
zones that accommodate oblique subduction should not be

used to determine rigid plate convergence directions.

A second factor that determines whether slip vectors paral-
lel the long-term direction of motion between two plates is the
degree to which the direction of motion has changed over the
averaging interval of the rigid plate velocity model. Most
earthquakes release strain that has accumulated over one
thousand year or less intervals, which is far shorter than the
3.0 m.y.-averaging interval of the NUVEL-1 model for
present-day plate motions. Published plate motion models
[Chase, 1978; Minster and Jordan, 1978; DeMets et al., 1990]
combine transform fault azimuths and earthquake slip vectors
to constrain plate directions, and thus require the implicit
assumption that plate directions have remained constant over
the averaging interval of the model. If a recent change in
plate velocities has occurred along one or more plate boun-
daries, earthquake slip vectors along these plate boundaries
may differ systematically by an unknown amount from the
longer-term average direction given by the transform fault
strikes that are commonly used to constrain slip directions
along spreading centers. C. DeMets and R. G. Gordon
(manuscript in preparation, 1993) demonstrate that significant
changes in spreading rates along 6 of 12 spreading centers
appear to have occurred since 3.0 Ma, even after the spreading
rates are adjusted for newly proposed changes in the geomag-
netic reversal time scale [Shackleton et al., 1990; Baksi et al.,
1992; Spell and McDougall, 1992]. Given that spreading rates
along some plate boundaries appear to have changed, direc-
tions of motion along spreading centers, subduction zones, or
both may also have changed.
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A third potential source of systematic bias in earthquake
focal mechanisms (and thus slip vectors) is direction-
dependent wave front bending induced by subducting slabs or
other lateral heterogeneities in the upper mantle [Toksoz et al.,
1971]. For example, Engdahl et al. [1977] demonstrate that
unmodeled lateral mantle structure induces significant biases in
first-motion focal mechanisms and slip vectors from the Aleu-
tian subduction zone. Centroid moment tensors appear to be
less susceptible to such biases given that they represent inver-
sion of a variety of longer-period waveforms [Ekstrom and
Engdahl, 1989; also T. Lay, D. Wiens, personal communica-
tions, 1992] and incorporate information about the relative
wave amplitudes. The effect of near-source structure on slip
vectors derived from focal mechanisms determined from first-
motion studies or centroid moment tensor inversions also
appears to depend on the orientation of the near-source struc-
ture relative to the surrounding seismographic network [Eng-
dahl et al., 1977].

A final, as-of-yet poorly understood source of bias is a
systematic difference between earthquake slip directions along
right- and left-slipping transform faults, first noted by Argus et
al. [1989] for the Arctic and northern Atlantic ridges. Argus
et al. [1989] find that slip vectors from right-slipping and left-
slipping transform faults are rotated clockwise and counter-
clockwise respectively from the observed transform fault
azimuths. If this slip-dependent bias occurs along other
spreading centers, then directions predicted by a plate motion
model for a plate boundary that has only right-slipping or
left-slipping transform faults could be systematically biased
relative to the true long-term slip direction. It is unclear
whether this bias has a tectonic origin or is simply a by-
product of direction-dependent wave front bending induced by
anisotropic mantle velocities near ridges and transform faults.

In order to investigate the degree to which earthquake slip
vectors affect the NUVEL-1 model, and to provide estimates
of present-day plate velocities that are independent of earth-
quake slip vectors, two alternative models for present-day glo-
bal plate motions are derived from subsets of the NUVEL-1
data. The first model, which is derived from a data set that
excludes subduction zone slip vectors, is primarily intended to
demonstrate that the 240 subduction zone slip vectors in the
NUVEL-1 data set do not significantly affect the plate veloci-
ties predicted by NUVEL-1. The second model, which is
derived from a data set that excludes all of the 724 earthquake
slip vectors used to derive NUVEL-1, is a suitable reference
model for kinematic studies that require plate velocity esti-
mates that are unaffected by carthquake slip vectors. The
latter model is used to seek evidence for biases in slip direc-
tions along spreading centers, and to investigate the aforemen-
tioned slip-dependent slip vector bias along transform faults.

PROPAGATION OF SYSTEMATIC ERRORS
IN RIGID PLATE MODELS

Much of the ensuing analysis requires some understanding
of how systematic errors in data that are used to derive a
closure-consistent rigid plate model can propagate through and
degrade the model. The least squares inversion algorithm
employed to derive NUVEL-1 and prior global plate motion
models requires that all of the kinematic data used to derive
the model be simultaneously fit in order to determine the set
of Euler vectors that minimizes the total, weighted, least
squares error
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where d® is the ith plate motion datum, dP*d is the model
prediction for the ith plate motion datum, and ©; is the stan-
dard error assigned to the ith datum. The model prediction is
a function of the plate motion model, m, which consists of the
Euler vectors describing the motion of each plate relative to a
fixed plate. Least squares inversion of the data also yields
information about the model covariances, which can be used
to determine the uncertainties associated with individual Euler
vectors, and data importances, which are useful for describing
the amount of information contributed to the model by an indi-
vidual datum [Minster et al., 1974]. More detailed descrip-
tions of the inversion algorithm and rate and azimuthal fitting
functions are given by DeMets et al. [1990].

Simultaneous inversion of kinematic data from many plate
boundaries guarantees that closure is satisfied for any given
subcircuit within the global plate circuit (Figure 1). Given a
sufficiently large set of data that are affected only by random
errors, inversion of the data should yield a model that accu-
rately predicts rigid plate velocities. However, if any subset
of the data is systematically biased, every part of the model
that is related to this subset of the data through plate circuit
closures will be adversely affected. For example, if earthquake
slip vectors from a given plate boundary do not parallel the
long-term average plate direction, the least squares algorithm
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will seek the best compromise fit to the biased slip vectors and
data from other plate boundaries. The degree to which biased
slip vectors degrade the fit to data from other plate boundaries
depends on the quantity, quality, and distribution of data from
other plate boundaries. If data from other plate boundaries
strongly constrain motion along the boundary with the biased
slip vectors, then the slip vectors will be poorly fit and their
effect on the remainder of the model will be small. The part
of the systematic bias that propagates into the model will gen-
erally affect the model parameters that are poorly constrained
or completely unconstrained by kinematic data.

DATA ANALYSIS

The analysis is divided into two parts. First, the 240 sub-
duction zone slip vectors in the NUVEL-1 data set are elim-
inated and the remaining 882 data are inverted to determine a
model free from biases that might be introduced by hard-to-
detect deformation above subduction zones. The resulting
model is compared to NUVEL-1 to determine how the two
models differ. Second, all 724 slip vectors in the NUVEL-1
data set are eliminated, and the remaining 277 rates and 121
transform fault azimuths are used to derive a model free from
any slip vector influence. The latter model is used to deter-
mine how the 724 slip vectors affect NUVEL-1.

Trench Slip Vectors and the NUVEL-1 Model

To derive a plate motion model that is completely

DATA TYPE
Rates & TF Data
Rates+TF+SZ SV
Subd. Zone SV

Azimuth Only

ANC ‘AU

Fig. 1. The network of plate circuits that comprise the NUVEL-1 model. The 12 nodes represent plates whose velocities
are modeled in NUVEL-1; the connecting lines represent their shared boundaries. Only plate boundaries that are represented
in the NUVEL-1 data set and thus impose direct constraints on the NUVEL-1 model are shown. Abbreviations: subduction
zone (SZ); transform fault (TF); Pacific plate (PA); Cocos plate (CO); Nazca plate (NZ); Caribbean plate (CA); South Amer-
ican plate (SA); North American plate (NA); Antarctic plate (AN); African plate (AF); Eurasian plate (EU); Australian plate

(AU); Arabian plate (AR); and Indian plate (IN).




6706 DEMETS: EARTHQUAKE SLIP VECTORS AND PLATE MOTION MODELS

independent of the influence of subduction zone slip vectors,
all of the NUVEL-1 data except for the 240 trench slip vectors
included in the NUVEL-1 data were inverted to determine the
set of Euler vectors that minimizes the least squares misfit.
The 882 kinematic data used to determine the no-trench-slip-
vector model consist of 277 spreading rates, 121 transform
fault azimuths, and 484 other slip vectors. Hereafter, the
model derived without any subduction zone slip vectors is
referred to as NUVEL-SZ. As with NUVEL-1, the most com-
pact model description consists of 11 Euler vectors and their
covariances specified in a reference frame fixed to an arbi-
trarily specified 12th plate, which in this case is the Pacific
plate. The Euler vectors and uncertainties for NUVEL-SZ are
given in Table 1.

Statistical comparison. The F ratio test is used here to
compare the fits of alternative models to various subsets of the
1122 NUVEL-1 data. As discussed in Stein and Gordon
[1984],

[xz(model 1) — X model 2) | / (dr=dy)
Fo g
4 Ny yX(model 2) / (N—dy)

where N is the number of data, d; and d, are the number of
parameters used in model 1 and model 2 to fit the data, and >
is defined in (1). The 99% confidence level is used as the
cut-off point to indicate that the fits are significantly different.
The first question posed here is whether incorporation of
the 240 trench slip vectors in the NUVEL-1 data set causes a
significantly degraded fit of the NUVEL-1 model to the
remaining 882 data. To test this, (2) is used to compare the
respective fits of the two models to the 882 data. NUVEL-SZ
fits the 882 data with %2 = 154.72. For the same 882 data,
NUVEL-1 gives %= 163.33. Before applying (2) to test
whether the models differ significantly, the value of %% = 9.60
for the 68 data from the Africa-India-Arabia plate circuit is
subtracted from each of the above values of y2. This is neces-
sary because the motions of the Indian and Arabian plates are
isolated from the plate circuits that include the six plate boun-
daries with subduction zone slip vectors (Figure 1). The six

TABLE 1. NUVEL-SZ Euler Vectors (Pacific Plate Fixed)

Euler Vector Error Ellipse

Plate At ot o, Oax O Giax O

Pair N °E deg m.y.”! deg m.y.”!
Africa 59.20 -73.10 0.968 12 10 76 0.012
Antarctica 64.39 -84.15  0.909 12 1.1 66 0.010
Arabia 59.66 -33.08 1.161 39 10 -88 0.020
Australia 60.10 1.77  1.123 1.0 10 58 0.016
Caribbean 61.70 -80.18 0.772 77 16 4 0.046
Cocos 36.40 -108.89  2.116 1.0 06 -31 0.051
Eurasia 61.05 -85.09 0.901 13 12 73 0.016
India 60.50 -30.28 1.153 55 1.1 82 0.017
Nazca 5434 -91.42 1430 19 1.0 6 0.016

North America 48.68 -77.58  0.786 14 13 62 0014
South America 5520 -86.22  0.666 20 17 -80 0.012

t A is latitude and ¢ is longitude.

Each named plate moves counterclockwise relative to the Pacific
plate. One sigma-error ellipse is specified by the angular length of the
semi-major and semi-minor axis and by the azimuth ({,,, given in
degrees clockwise from north) of the major axis. The rotation rate
uncertainty is determined from a one-dimeusional marginal distribution,
whereas the lengths of the principal axes are determined from a two-
dimensional marginal distribution.

model parameters and 68 data associated with the motions of
India and Arabia do not therefore affect the fits of NUVEL-1
or NUVEL-SZ to data along plate boundaries that are linked
through circuit closures to the six plate boundaries with sub-
duction zone slip vectors. After adjusting for the model
parameters and misfits associated with the Indian and Arabian
pla[es, values of XZNUVELrSZ: 14512, XZNUVEIfl = 153.73,
v =27, and N = 814 are used in (2) to determine F =1.73.
This value of F exceeds the 95% confidence limit of F = 1.5
but is slightly less than the 99% threshold of F = 1.8 that
would indicate that the fits of the two models differ at the 99%
confidence level. Given that the 240 trench slip vectors only
have a summed data importance of 2.22 in the NUVEL-1
model, which is less than 7% of the total importance of 33.0
contained in the data, it is not surprising that NUVEL-SZ does
not differ significantly (at the 99% confidence level) from
NUVEL-1.

For the 240 subduction zone slip vectors, the NUVEL-1
and NUVEL-SZ models give %=9841 and x*= 127.58,
respectively (Table 2). Nearly 80% of the difference in the
values of %2 for the two models is accounted for by the
difference in the models’ fits to six slip vectors from the
Lesser Antilles trench, which is assumed to record subduction
of the South American plate beneath the Caribbean plate
(Table 2). The average misfit to these six slip vectors
increases from 15° for NUVEL-1 to 38° for NUVEL-SZ
(Table 2). Along the five other plate boundaries with subduc-
tion zone slip vectors, the mean misfits of NUVEL-1 and
NUVEL-SZ differ by a maximum angle of 1.8°. NUVEL-SZ
thus fits the 240 trench slip vectors nearly as well as
NUVEL-1, except for the Lesser Antilles trench slip vectors.
The reasons for the degraded fit to the Lesser Antilles trench
slip vectors are discussed in more detail below.

A practical estimate of the difference between NUVEL-1
and NUVEL-SZ. To determine how much the rates and direc-
tions predicted by NUVEL-SZ differ from those predicted by
NUVEL-1, the velocities predicted by both models were com-
pared at 48 locations from 25 plate boundaries. As summar-
ized in Table 3, the differences in the velocities predicted by
the two models are typically less than 1-2 mm yr™ and 1°-2°,
with the largest differences occurring along the boundaries of
the Caribbean plate. In the Pacific basin, velocities differ by
as much as 1.4 mm yr! and 2° along the Nazca-South Amer-
ica, Nazca-Antarctic, and Cocos-North America plate boun-
daries, but differ by less than 1 mm yr! and 1° elsewhere.
For plate boundaries in the Arctic, Atlantic, and Indian ocean
basins, velocities predicted by the two models differ at most
by 0.6 mm yr? and 0.6°. Given the small differences between
the velocities predicted by the two models, it appears that any
bias introduced into NUVEL-1 by subduction zone slip vectors
can probably be ignored by studies that require estimates of
relative plate velocities not involving the Caribbean plate.

The Caribbean region: A nemesis of rigid plate models.
Somewhat surprisingly, NUVEL-SZ fits trench slip vectors
from the Cocos-North America and Pacific-North America
plate boundaries better than NUVEL-1, even though NUVEL-
1 was derived from a data set that included these data. To
understand why this occurs, it is necessary to discuss the plate
circuit closures that tie together the Cocos, Caribbean, North
American, South American, and African plates (Figure 1).

One of the most difficult challenges for models of
present-day plate motions has been to estimate the motion of
the Caribbean plate relative to the adjacent North American,

T
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TABLE 2. Misfits to Subduction Zone Slip Vectors

Mean Absolute
Misfit, degrees*

Mean Misfit,
degreest XLH

Plate Number
Pair of Data NU-1

NU-SZ NU-G__ NU-1

NU-SZ NU-G_NU-1 NU-SZ NU-G

Pa-Na 33 6.0 6.0 6.0 -1.2 -0.9 -1.3 8.54 8.51 8.54
Co-Na 44 8.6 8.4 8.4 -4.4 =27 3.1 17.98 16.43 16.70
Co-Ca 56 9.3 10.0 9.9 2.5 4.1 39 2350 25.40 25.16
Ca-Sa 6 15.7 38.3 35.5 -15.7 -38.3 -35.5 5.88 29.03 25.17
Nz-Sa 99 8.3 9.2 9.2 5.0 6.8 6.9  40.60 46.21 46.35
An-Sa 2 18.0 18.6 18.8 -18.0 -18.6 -18.8 1.91 2.00 2.05
All 240 8.5 9.6 9.5 1.1 2.0 2.0 9841 127.58 123.97

* Mean absolute misfit is defined as a summation of the absolute values of the differences between the
observed and predicted slip vector azimuths divided by the number of data.

+ Mean misfit is defined as a summation of the differences between the observed and predicted slip vector
azimuths divided by the number of data. Positive angles correspond to clockwise rotations of the slip vectors

relative to the predicted direction.
tt 2 is defined by (1).

Abbreviations: NU-1 is NUVEL-1; NU-SZ is NUVEL-SZ; NU-G is NUVEL-G; Ca is Caribbean; Co is
Cocos; Na is North America; Nz is Nazca; Pa is Pacific; Sa is South America.

TABLE 3. NUVEL-SZ and NUVEL-G Model Predictions Relative to NUVEL-1

Plate Coordinate, NU-SZ NU-G Plate Coordinate, NU-SZ NU-G
Pair °N, °E ARate* AAz* ARatet AAzT Pair °N, °E ARate AAz ARate AAz
Spreading Centers
Pa-Na 24.5, 251.0 -0.6 -0.4 -0.3 -1.0 Af-Sa 15.8, 313.5 0.2 -0.6 0.1 -0.2
Pa-Co 8.9, 256.4 -0.1 0.6 0.0 0.5 Af-Sa -17.0, 346.0 0.1 0.0 0.0 0.0
Pa-Nz -13.1, 248.7 0.5 0.3 0.6 0.1 Af-Sa -48.0, 350.0 -0.2 -0.1 -0.1 0.0
Pa-Nz -32.0, 2479 -0.8 0.3 -0.9 0.2 An-Sa -58.9, 343.5 -0.1 0.0 -0.2 0.1
Pa-An -41.9, 248.7 0.0 0.1 0.0 03 Af-An -52.2, 155 0.0 -0.1 0.2 0.0
Pa-An -62.3, 204.0 0.0 0.2 -0.2 -0.6 Af-An -32.5, 58.0 -0.1 0.2 0.2 -0.2
Pa-An -63.2, 170.0 0.0 0.2 -0.1 -0.9 Au-An -28.0, 74.0 -0.1 0.1 0.0 -0.8
Co-Nz 0.9, 272.0 0.0 -1.5 -0.1 -1.8 Au-An -49.8, 110.2 -0.1 0.1 -0.1 -0.7
Nz-An -37.8, 265.9 -12 1.6 -1.4 1.9 Au-An -62.5, 157.8 -0.1 0.1 -0.2 -0.8
Eu-Na 67.9, 341.5 0.1 -0.1 0.0 0.1 Au-Af -22.0, 68.0 0.0 0.0 -0.1 -0.8
Eu-Na 429, 3309 0.1 0.0 -0.1 0.1 Au-Af -12.0, 66.0 0.0 -0.1 0.0 1.0
Af-Na 35.0, 3235 -0.1 0.5 0.0 0.4 In-Af 1.4, 66.9 0.0 0.0 -0.2 -0.4
Af-Na 25.1, 314.6 0.1 0.6 0.2 0.5 In-Af 6.8, 60.0 0.0 0.0 0.1 -0.4
Ca-Na 19.0, 297.0 3.2 -18.9 32 -17.4 Ar-Af 12.1, 45.6 0.0 0.0 0.0 0.6
Subduction Zones
Pa-Na 36.0, 239.5 -0.7 -0.1 -0.7 -0.1 Ca-Sa 12.1, 299.0 -2.0 22.3 2.2 19.4
Pa-Na 58.4, 220.4 -0.6 0.4 -1.0 -0.2 Nz-Sa -10.7, 281.4 0.4 1.9 0.1 1.9
Pa-Na 54.3, 199.8 -0.6 0.3 -0.9 -0.2 Nz-Sa -20.3, 289.6 -0.3 2.0 -0.5 2.0
Pa-Na 51.6, 173.6 -0.5 0.3 -0.8 0.0 Nz-Sa -30.0, 288.5 -0.7 1.8 -1.0 1.8
Pa-Na 479, 155.6 -0.4 0.3 -0.7 0.0 Nz-Sa -38.5, 286.5 -1.2 1.7 -1.4 1.7
An-Sa -50.0, 284.6 0.0 -0.5 -0.1 -0.8 Au-Pa -20.0, 187.0 0.0 0.0 0.1 0.1
Co-Na 17.0, 261.3 -1.4 1.6 -1.7 1.2 Au-Pa -35.0, 182.0 0.0 0.0 0.0 0.1
Co-Ca 13.0, 271.0 0.6 1.6 0.5 14 Au-Pa -50.0, 163.0 0.0 0.0 -0.1 0.0
Other Plate Boundaries

Af-Eu 37.0, 10.0 03 0.1 0.2 33 In-Au -5.0, 87.0 0.1 -0.5 1.1 3.7
Ar-Eu 35.0,47.0 0.6 0.3 0.5 14 In-Eu 30.7, 77.5 0.6 0.2 0.4 1.6

* ARate, which is in millimeters per year, and AAz, which is in degrees CW from north, are computed by subtracting the value predicted by

NUVEL-SZ from that predicted by NUVEL-1.

+ Computed by subtracting the rate and azimuth predicted by NUVEL-G from the rate and azimuth predicted by NUVEL-1.

Abbreviations: Af is Africa; An is Antarctic; Ar is Arabia; Au is Australia; Ca is Caribbean; Co is Cocos; Eu is Eurasia; In is India; Na is North

America; Nz is Nazca; Pa is Pacific; Sa is South America.

South American, and Cocos plates. The boundaries of the
Caribbean plate are in general kinematically complex, and it is
therefore difficult to determine what constitutes a reliable
measurement of the motion of the rigid portion of the Carib-
bean plate relative to the rigid interiors of the surrounding
plates. For instance, recent evidence suggests that the Cayman
spreading center, which is assumed by DeMets et al. [1990] to
accommodate ~15 mm yr! of ~E-W opening between the
Caribbean and North American plates, may be separated from
the rigid interior of the Caribbean plate by an active fault that
accommodates strike-slip motion [Rosencrantz and Mann,

1991]. The direction of Caribbean-North America motion east
of the Cayman spreading center has also been a topic of
debate (see Stein et al. [1988] for a discussion), and may devi-
ate from the ~E-W direction incorporated into the NUVEL-1
data set.

Determination of the motion of the Caribbean plate with
respect to South America is equally difficult. In the NUVEL-1
model, Caribbean-South America motion is directly con-
strained by six slip vectors that are derived from small earth-
quakes along the nearly aseismic Lesser Antilles trench.
Seismicity along the Lesser Antilles trench appears to be dom-

T




6708

inated by seismicity within the forearc, rather than along the
subduction zone interface [Stein et al., 1982]. It is thus possi-
ble that the six slip vectors record motion between the sub-
ducting South American plate and a complexly deforming
forearc that is decoupled from the rigid Caribbean plate.

The lack of reliable kinematic data is responsible for much
of the debate about published models for the motion of the
Caribbean plate [Jordan, 1975; Sykes et al., 1982; Stein et al.,
1988; DeMets et al., 1990] and undoubtedly contributes to the
inability of presently available models to fit data from the
Caribbean boundaries while satisfying local plate circuit clo-
sures. The NUVEL-1 model gives a poor fit to data from the
Caribbean-South America and Caribbean-North America plate
boundaries, primarily because the Caribbean-South America
slip vectors and Caribbean-North America data cannot both be
fit without violating the circuit closure constraints imposed by
data from other nearby plate boundaries. For instance, high-
quality spreading rates and transform data from the Mid-
Atlantic Ridge [DeMets et al., 1990] constrain the relative
motion between the North and South American plates via
closure of the Africa-North America-South America circuit.
Any model that attempts to fit the data from the Caribbean
plate boundaries with North and South America must also
satisfy the closure constraint imposed by the Africa-North
America-South America circuit. Similarly, kinematic data
within the Pacific-Cocos-North America-Caribbean plate cir-
cuit impose regional closure constraints that must be satisfied
(Figure 1). As described above, any systematic bias in data
from the Caribbean plate boundaries must be absorbed by the
NUVEL-1 model through some combination of a misfit to the
systematically biased data, and adjustment in the fit to data
from other plate boundaries.

It is now possible to understand why NUVEL-SZ is able
to fit the Pacific-North America and Cocos-North America
trench slip vectors better than NUVEL-1, even though
NUVEL-1 was derived from a data set that includes these slip
vectors. Subduction zone slip vectors from the Cocos-
Caribbean and Caribbean-South America plate boundaries are
not used to derive NUVEL-SZ, thereby breaking the only
direct closure constraints that must be satisfied in a model that
links the Caribbean plate to the global plate circuit (Figure 1).
Once the circuit closures that involve the Caribbean plate are
broken, errors that were previously induced by the internally
inconsistent Caribbean region kinematic data no longer pro-
pagate into the global plate circuit. Estimates of plate veloci-
ties within the Pacific-Cocos-Caribbean-North America and the
Africa-North America-South America-Caribbean plate circuits,
both of which are directly affected by incorporation of the
Cocos-Caribbean and Caribbean-South America trench slip
vectors, are no longer affected by the circum-Caribbean data.
As a result, velocity predictions along the plate boundaries
within these circuits, which include the Pacific-North America
and Cocos-North America plate boundaries, are better able to
adjust so as to optimize the fit to data within these circuits.

Once all subduction zone slip vectors are omitted from a
global plate motion data set, the only data that link the Carib-
bean plate to the global plate circuit are from the Caribbean-
North America plate boundary (Figure 1). If, as suggested
above, some of the data that are used to estimate Caribbean-
North America motion are biased, then the Caribbean plate
velocities predicted by NUVEL-SZ must be considered
suspect. The poor fit of the NUVEL-SZ model to the six
Caribbean-South America slip vectors does not necessarily
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indicate that the six Lesser Antilles trench slip vectors do not
record Caribbean-South America motion, but may instead indi-
cate that the NUVEL-SZ Caribbean-North America Euler vec-
tor does not accurately model motion between these two
plates.

Global Plate Motions Estimated Without Earthquake
Slip Vectors

To determine how estimates of global plate velocities
change if all slip vectors are omitted and only 3.0 m.y.-
average spreading rates and transform fault azimuths are used
to estimate present-day plate velocities, the 277 spreading rates
and 121 transform fault azimuths in the NUVEL-1 data set are
used to derive a no-slip vector model. Hereafter, this model is
referred to as NUVEL-G(eological), with the reference to
“NUVEL"”’ retained to indicate the reliance of this model on
the 398 NUVEL-1 data that are not earthquake slip vectors.
Because the geological model is derived from a data set that
omits all earthquake slip vectors, it can be used for studies
that require plate velocity estimates that do not depend on
earthquake slip vectors.

As with NUVEL-1, the geological model consists of 33
model parameters and their covariances, which completely
describe the relative velocities of 12 plates. Table 4 gives the
NUVEL-G Euler vectors and uncertainties in a reference frame
fixed to the Pacific plate.

Spreading rates and transform fault strikes. Equation (2)
is used to compare the fits of the NUVEL-1 and NUVEL-G
models to the 398 spreading rates and transform fault
azimuths. NUVEL-1 fits the 398 data with %2 = 86.654.
NUVEL-G, which gives the optimal least squares fit to these
398 data, gives y?=78.569. For v=33 and N =398,
F = 1.1, which is less than the threshold of F = 1.7 that would
indicate that the fits of the two models differ at the 99%
confidence level. Thus, NUVEL-1 and NUVEL-G provide
nearly indistinguishable fits to the 398 data.

The velocities predicted by these two models differ by less
than 1-2 mm yr! and 1°-2° along all spreading centers except
the Cayman spreading center, which records opening along the
complex Caribbean-North American plate boundary (Table 3).
Thus, the decision to use or not to use earthquake slip vectors
to derive a global plate motion model appears to have little
practical effect on the ability to predict velocities along spread-
ing centers.

This result is not unexpected given that the cumulative
data importances of the 456 transform fault and 28 other slip
vectors in the NUVEL-1 data set are only 2.647 and 1.613,

TABLE 4. NUVEL-G Euler Vectors (Pacific Plate Fixed)

Euler Vector Error Ellipse

Plate A* o* w, Ouax: T i Ou»

Pair N °E deg m.y.”! deg m.y.”!
Africa 58.81 -73.19  0.968 1.5 13 -50 0.012
Antarctica 63.87 -83.66  0.907 1.5 14 -53 0.011
Arabia 59.34 -33.70  1.157 38 13 -89  0.020
Australia 60.13 1.84  1.121 14 10 40 0.017
Caribbean 60.58 -80.22 0.782 76 1.7 -5 0.051
Cocos 36.43 -108.86  2.113 1.0 0.8 -25 0.054
Eurasia 60.73 -84.98  0.904 1.6 14 -52 0.020
India 60.39 -28.99 1.154 62 14 8 0.019
Nazca 54.12 -91.28 1431 2.1 12 5 0.016
North America 4825 -77.65 0.787 1.8 14 -33 0.014
South America 54.55 -85.83  0.665 25 20 -56 0.013

* See Table 1.
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respectively, out of a total model importance of 33.0. As was
the case with the 240 subduction zone slip vectors, neither of
these data subsets contributes a substantial amount of informa-
tion to the NUVEL-1 plate circuit closures.

Transform fault slip vectors. Interestingly, the NUVEL-G
model fits the 456 transform fault slip vectors in the NUVEL-
1 data set nearly as well as NUVEL-1, even though these data
were not used to derive the NUVEL-G model. On average,
the 456 slip vectors are rotated 0.4° counterclockwise (CCW)
from the directions predicted by NUVEL-1, and 0.5° CCW
from the directions predicted by NUVEL-G (Figure 2, Table
5), with nearly all of this small bias concentrated along the
easternmost part of the Australia-Antarctic spreading center
and the Pacific-Antarctic rise. Thus, the fit of the two models
to these data differs on average by only 0.1° (Table 5).

Subduction zone slip vectors. For the six subduction zone
plate boundaries considered here, NUVEL-G predicts conver-
gence directions and rates that are nearly identical to those
predicted by NUVEL-1 and NUVEL-SZ (Table 3). The larg-
est difference between the velocities predicted by the two
models is along the Caribbean-South America boundary; how-
ever, for reasons given above, it is unclear whether this
difference is physically significant. Overall, the NUVEL-G
model fits the 240 subduction zone slip vectors better than
NUVEL-SZ (Table 2), with nearly all of the improvement
attributable to the fact that NUVEL-G fits the six trench slip
vectors along the Lesser Antilles trench slightly better than
NUVEL-SZ.

How WELL Do SLIP VECTORS AGREE WITH LONG-TERM
AVERAGE PLATE DIRECTIONS?

Given that the NUVEL-G model provides an estimate of
long-term average plate directions independent of information
from earthquake slip vectors, it can be used as a reference
model for comparison to slip directions determined from
transform fault earthquakes, which average slip directions over
a shorter interval. ‘‘Long-term’’ is used here to describe any
interval longer than the ~1000 year or less averaging interval
of a typical transform fault slip vector. In order to exploit all
available information about instantaneous slip directions along
spreading centers, the 456 transform fault slip vectors in the
NUVEL-1 data set are supplemented by 221 additional
transform fault slip vectors taken from Harvard centroid-
moment tensor solutions [e.g., Dziewonski et al., 1990] for the
period July, 1987 through September, 1991. The criterion for
selecting and assigning uncertainties to the 221 new slip vec-
tors are identical to those used to select the 456 transform
fault slip vectors in the NUVEL-1 data set [DeMets et al.,
1990]. The 677 slip vectors represent a relatively complete
sampling of large transform fault earthquakes that have
occurred since 1963 along the 15 spreading centers represented
in the NUVEL-1 data set.

On average, the 677 transform fault slip vectors are
rotated 0.04 standard deviations CCW relative to the directions
predicted by NUVEL-G (Figure 2). This corresponds to an
average CCW rotation of the slip vectors of only 0.6° relative
to the long-term average direction. As discussed above, much
of this difference is concentrated in slip vectors from the
Australia-Antarctic and Pacific-Antarctic spreading centers,
which have a mean weighted residual of -0.14 standard devia-
tions. In contrast, the remaining 472 slip vectors have a mean
of 0.01 standard deviations.

To determine whether the long-term average slip directions
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predicted by NUVEL-G agree with the shorter-term average
transform fault earthquake slip directions for each of the 15
spreading centers, (2) was used to compare the fit of the
NUVEL-G model to the fit of an Euler pole that optimizes the
least squares fit to transform fault slip vectors from each of the
15 plate boundaries. NUVEL-G fits slip vectors from 12 of
the 15 spreading centers as well as the best fitting Euler poles
(Figure 3; Table 5).

As shown in Figure 3, NUVEL-G fits slip vectors from
the  Australia-Antarctica, Eurasia-North  America, and
Australia-Africa plate boundaries significantly worse than their
corresponding best fitting Euler poles (Table 5). Several lines
of evidence suggest that the difference between the observed
and predicted directions along the Australia-Antarctic boun-
dary is caused by slow deformation of the Australian plate
west of the Macquarie Ridge Complex, and east of the Bal-
leny, Tasman, and George V transform faults along the eastern
Southeast Indian ridge [DeMets et al., 1988]. First, slip vec-
tors from the Australia-Antarctic spreading center agree well
with the direction predicted by NUVEL-G everywhere except
along the easternmost Southeast Indian ridge near the
Australia-Antarctic-Pacific triple junction. Along this section
of the ridge, both the transform fault azimuths and the slip
vectors are rotated CCW from the direction predicted by
NUVEL-G. Moreover, significant seismicity occurs within
this salient of the Australian plate [Stewart, 1983], which sug-
gests that it may move slowly relative to the rigid interior of
the Australian plate. To test the hypothesis that the
discrepancy between the observed and predicted slip directions
along the Australia-Antarctica spreading center is primarily
attributable to deformation of the Australian plate immediately
west of the Macquarie Ridge Complex, 71 slip vectors from
the transform faults located east of 138°E were omitted and
the least squares fit of an Euler pole that best fits the remain-
ing 54 Australia-Antarctic slip vectors was compared to the fit
of the NUVEL-G Australia-Antarctic Euler vector. For this
case, (2) gives F =0.1, far less than the value of F =5 that
would indicate a significant difference at the 99% confidence
level. The Australia-Antarctic slip vector bias indicated in
Figure 3 thus appears to be isolated to the azimuthal data from
the tectonically suspect region near the Macquarie triple junc-
tion.

For the Australia-Africa and Eurasia-North America plate
boundaries, there are no obvious tectonic explanations for the
differences between the short-term and predicted long-term
directions; however, the observed discrepancies appear to fit
into an intriguing but unexplained pattern observed by Argus
et al. [1989] for transform fault slip vectors along the Africa-
North America and Eurasia-North America plate boundaries.
This pattern, which emerges when slip vectors are categorized
as right-slipping or left-slipping, is described in more detail
below.

RIGHT- AND LEFT-SLIPPING TRANSFORM FAULTS:
EVIDENCE FOR A SYSTEMATIC BIAS IN TRANSFORM
FAULT SLIP VECTORS

In a detailed study of 3.0 m.y.-average plate velocities of
the Africa-Eurasia-North America plate circuit, Argus et al.
[1989] document evidence for a curious discrepancy between
transform fault slip vectors located along right- and left-
slipping transform faults from the Africa-North America and
Eurasia-North America plate boundaries. Along these two
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TABLE 5. Misfits to 677 Transform Fault Slip Vectors

Mean Absolute

Mean Misfit,

Misfit, deg* deg* x*
Plate Number
Pair of Data NU-1 NU-G NU-1 NU-G NU-1 NU-G Best Fitt

Af-An 46 33 33 0.4 0.3 4.13 4.13 4.13
Af-In 11 55 52 5.1 4.6 2.08 1.98 1.65
Af-Ar 9 42 4.6 3.6 4.1 0.48 0.56 0.22
Af-Na 18 24 22 -1.6 -1.2 0.84 0.72 0.49
Af-Sa 139 3.6 3.6 0.4 0.4 9.86 9.77 9.38
An-Pa 80 45 4.7 -2.1 2.6 8.17 8.59 7.68
An-Sa 12 42 42 0.0 0.1 1.69 1.69 1.47
Au-Af 27 42 4.7 -2.6 -3.5 1.71 2.11 1.30
Au-An 125 5.7 6.0 -2.1 2.8 22.97 24.55 18.69
Eu-Na 20 4.1 4.1 3.0 3.1 131 1.34 0.62
Co-Nz 27 52 5.6 -0.5 2.2 423 4.43 3.84
Nz-An 73 44 53 0.1 1.9 11.89 12.09 11.01
Nz-Pa 40 57 57 -1.9 -1.7 8.18 8.16 8.15
Pa-Co 11 3.3 3.0 -1.0 -0.4 0.37 0.34 0.30
Pa-Na 39 4.8 4.6 2.3 1.2 4.87 4.97 4.64
NUVEL-1 456 45 4.6 -0.4 -0.5 67.62 69.20
New 221 4.5 4.7 -0.5 -0.75 15.16 16.25
All 677 4.5 4.7 -0.4 -0.6 82.78 85.45

* See Table 2 for description and Table 3 for abbreviations.
1 Optimal least-squares fit to transform fault slip vectors.

plate boundaries, slip vectors along left-slipping transform
faults are rotated several degrees CCW from the observed
transform fault trends, and slip vectors along right-slipping
transform faults are rotated several degrees clockwise (CW)
from the observed transform fault trends.

F Increasing Misfit —
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To determine whether a similar bias occurs along other
spreading centers, the 677 transform fault slip vectors
described above were divided into two subsets corresponding
to right-slipping and left-slipping transform faults, and were
compared separately to the directions predicted by NUVEL-G.
The results strongly support the pattern observed by Argus et
al. [1989] (Figure 4). Of the 12 spreading centers with left-
slipping transforms, 10 spreading centers have slip vectors that
are rotated CCW from the predicted directions, and only one
spreading center, the Africa-India plate boundary, has slip vec-
tors that are rotated CW from the slip direction predicted by
NUVEL-G. Given that the Africa-India direction predicted by
NUVEL-G may be in error by several degrees since it is only
weakly constrained by mapped transform fault strikes and
plate circuit closures, little significance is attributed to the
apparent CW rotation of the Africa-India slip vectors. Of the
12 spreading centers with right-slipping transform faults, seven
show CW biases significantly greater than 0°; four show no
bias; and only one, the Cocos-Nazca spreading center, has slip
vectors that are rotated CCW from the predicted direction
(Figure 4). The Cocos-Nazca slip vectors may also be a spe-
cial case because 19 of the 23 slip vectors that deviate from
the observed pattern are located along the Panama fault, which
differs from other transform faults in that it connects a spread-
ing center to a trench rather than another ridge segment. On
average, slip vectors located on right-slipping transforms are
rotated 1.2° CW from the predicted direction, and slip vectors

Fig. 3. Tests for significant differences between transform fault slip
vectors from 15 spreading centers and directions predicted by
NUVEL-G. Horizontal axis shows values of F computed from (2)
and values of 2 given in Table 5. F increases as the discrepancy
between the predicted and observed slip directions increases.
Numbers to the right of the shaded bars represent the number of slip
vectors from the spreading center. Dashed and dotted lines represent
the 95% and 99% cut-off values for significant differences between the
predicted and observed directions. For each spreading center, slip
vectors have also been corrected by the slip-dependent bias, and the fit
of the Euler pole that best fits the bias-corrected slip vectors has been
compared to the fit of the NUVEL-G Euler pole. Abbreviations for
plate names follow those given in Table 2.
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Fig. 4. Transform fault slip vectors relative to directions predicted by
NUVEL-G as a function of the sense of slip along a transform fault.
CW and CCW refer to sense of rotation of the slip vectors relative to
the predicted directions. The numbers in parentheses indicate the
number of slip vectors that are used to determine the mean bias. An
asterisk indicates that two slip vectors from the Cocos-Nazca spread-
ing center near the Galapagos microplate are not included in this part
of the analysis because of uncertainty about their tectonic setting. The
number of slip vectors is thus two less than for other parts of the
analysis. Abbreviations for plate names follow those given in Table 2.

located on left-slipping transforms are rotated 3.0° CCW from
the predicted direction (Figure 4).

If the slip vectors associated with right-slipping and left-
slipping transform faults are treated as separate data popula-
tions with independent means and distributions, then slip vec-
tors from right-slipping and left-slipping transform faults
should have significantly different mean directions relative to
the directions predicted by NUVEL-G. An appropriate statisti-
cal test for the comparison of two large-sample distributions of
measurements is the two-sample z test [Book, 1977]

Ex — E
R e . 3)
{SRZ SLZF
—_—
ng ng

where E’L and E‘R are the mean weighted differences of the left-
and right-slipping slip vectors from the directions predicted by
NUVEL-G, S, and Sg are the sample standard deviations of
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the differences associated with left- and right-slipping slip vec-
tors, and, n; and ng are the number of left- and right-slipping
slip vectors. _

For the 300 left-slipping transform slip vectors, £, =-0.16
standard deviations, with a standard deviation of §; = 0.372
(Figure 5). For the 375 right-slipping slip vectors, the bias is
Eg = 0.05 standard deviations, with a standard deviation of
Sz =0.335 (Figure 5). Two slip vectors from the Cocos-
Nazca plate boundary have been omitted from this part of the
analysis because of uncertainty about their tectonic setting.
Equation (3) gives z = 7.6, which is higher than the 99% value
of z = 2.3 expected for two data populations that have means
and distributions that are statistically different. This suggests
that the difference between slip vectors along right- and left-
slipping transforms is significant, even though the means of
the two populations of slip vectors differ by only ~4° relative
to the directions predicted by NUVEL-G.

As discussed above, some or all of the observed ~5°-7°
CCW rotation of the 71 Australia-Antarctic slip vectors from
transform faults near the Pacific-Antarctic-Australia triple junc-
tion may be attributable to slow deformation of the Australian
plate west of the Macquarie ridge complex. If these 71 slip
vectors are omitted and the above analysis is repeated,
E, =-0.12 and Sg = 0.392 standard deviations. Equation (3)
then gives z = 5.5, which indicates that the mean biases for
right-slipping and left-slipping transform fault slip vectors are
still significantly different at the 99% confidence level.

Most spreading centers have a mixture of left-slipping and
right-slipping transforms, which makes it likely that the effect
of a small systematic bias of slip vectors along left-slipping
transforms will be largely cancelled by the opposite sense bias
along right-slipping transform faults. However, along plate
boundaries where all or nearly all of the transform faults have
the same sense of slip (e.g., Nazca-Antarctic, Pacific-Antarctic,
Australia-Africa), a systematic difference of 1°-3° between
measured transform fault azimuths and transform fault slip
vectors could explain why the directions predicted by
NUVEL-G and those predicted by the Euler poles that best fit
the transform slip vectors sometimes differ (see previous sec-
tion).

?To test this possibility, a counterclockwise correction of
0.05 standard deviations, corresponding to the mean standard
deviation computed for the 375 right-slipping transform fault
slip vectors, was applied to each of the transform fault slip
vectors from right-slipping transforms. Similarly, a clockwise
correction of 0.12 standard deviations was applied to each of
the 229 left-slipping transform fault slip vectors (the 71
Australia-Antarctic slip vectors from near the Macquarie triple
junction were not used to determine the mean bias of 0.12
standard deviations because of the evidence for a tectonic bias
in these data). Best fitting Euler poles for each of the 15 plate
boundaries were redetermined using the corrected slip vectors,
and the directions predicted by the revised best fitting Euler
poles were again compared to the directions predicted by
NUVEL-G using (2). After correction for the slip-dependent
bias, the previously observed discrepancy along the Australia-
Africa plate boundary is eliminated. The discrepancy along
the Australia-Antarctic plate boundary is reduced (Figure 3),
and if the 71 slip vectors from near the Macquarie triple junc-
tion are omitted and the analysis is repeated, the entire
discrepancy along this plate boundary is eliminated. The only
remaining significant difference between the longer-term aver-
age directions predicted by NUVEL-G and the short-term
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Fig. 5. Distribution of the weighted, residual differences between slip vector directions along right- and left-slipping
transform faults, and directions predicted by the NUVEL-G model. A positive error indicates that the slip vector is oriented

clockwise from the predicted azimuth.

directions given by the earthquake slip vectors is along the
Eurasia-North America plate boundary.

One possible explanation for the systematic difference
between the predicted and bias-corrected slip directions from
the Eurasia-North America plate boundary is that the direction
of motion between the Eurasian and North America plates may
have rotated clockwise over the past 3.0 million years. An
analysis of very long baseline interferometry (VLBI) measure-
ments between the Eurasian and North American plates indi-
cates that the instantaneous direction is oriented clockwise
from the long-term average direction (D. Argus and R. G.
Gordon, manuscript in preparation, 1993); however, the
Eurasia-North America direction determined from VLBI is
poorly determined for the Arctic region and does not differ
significantly from the direction predicted by NUVEL-G. Until
the accuracy of space-based measurements of plate motion
improves, it may be premature to ascribe the discrepancy
observed along this spreading ridge to a recent change in the
Eurasia-North America direction.

Assuming that the observed slip-dependent bias is not an
unlikely statistical artifact that will disappear as more slip vec-
tors become available, it is unclear why slip vectors along
transform faults with opposite senses of slip are rotated rela-
tive to the predicted direction. It seems unlikely that recent
changes in plate directions could explain the bias because slip
vectors along right- and left-slipping transforms are observed
to rotate in opposite senses instead of in the same sense, as
should be observed following a change in plate direction. The
bias may arise if earthquakes in the transform fault valley tend
to rupture faults that are subparallel to the slip direction
[Argus et al., 1989]. An equally plausible explanation
advanced by Argus et al. is the possibility that small biases in
earthquake focal mechanisms are induced by lateral variations
in shallow mantle structure near transform faults. Given that
the observed rotation of slip vectors relative to the predicted
slip direction is only 1°-2°, small changes in the waveform
paths and amplitudes due to variations in upper mantle seismic
velocities near ridges might cause a small bias in centroid
moment tensor inversions of transform fault earthquake data.
Unfortunately, no systematic studies of the effect of a realistic
near-ridge velocity structure combined with the present global
seismic station geometry have appeared in the literature. It is

therefore difficult to assess whether the observed slip vector
bias could be attributed to this effect.

Given that NUVEL-1 and NUVEL-G predict present-day
plate velocities that are statistically indistinguishable, it
appears that the systematic differences between slip vectors
from right- and left-slipping transform faults have little effect
on estimates of global plate velocities. Along plate boundaries
where all or nearly all of the transform faults have the same
sense of slip, the 1°-3° discrepancy between the slip vectors
and the longer-term average transform fault azimuths could
eventually degrade the rigid-plate velocity model predictions if
enough earthquake slip vectors were used to derive the model.
However, any such effect is likely to be offset by the increas-
ing number of highly accurate transform fault azimuths avail-
able from multibeam surveys of transform faults, which
impose strong constraints on the long-term average rigid plate
directions in global plate motion models.

CONCLUSIONS

Elimination of the 240 subduction zone vectors incor-
porated in the NUVEL-1 data set yields a modified global
plate motion model that predicts velocities that differ by only 1
mm yr! and 2° from velocities predicted by NUVEL-1, except
for the boundaries of the Caribbean plate. Elimination of all
slip vectors from the data set used to derive the NUVEL-1
model and reinversion of the remaining 3.0 m.y.-average
spreading rates and transform fault azimuths yields a model,
NUVEL-G, that predicts plate velocities that differ by only
0-2 mm yr! and 0°-4° along all plate boundaries except those
bordering the Caribbean plate. Thus, even in the unlikely
event that all of the slip vectors incorporated in the NUVEL-1
data set are unreliable measures of rigid plate directions, the
slip vectors do not significantly alter the velocities estimated
by NUVEL-1. Long-term average plate directions predicted by
NUVEL-G along 12 of the 15 spreading centers do not differ
significantly from the shorter-term average directions derived
from earthquake slip vectors. The average difference between
the predicted long-term and observed short-term directions is
less than 1° globally, which indicates that on average,
transform fault slip vectors give an excellent approximation to
present-day plate directions. A significant difference between
the predicted and observed slip directions along the Southeast
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Indian Ridge appears to be related to slow deformation of the
Australian plate west of the Macquarie Ridge Complex. The
slip-dependent bias that has been previously identified along
right-slipping and left-slipping transform faults in the North
Atlantic and Arctic appears to occur along nearly all spreading
centers. This bias may be an artifact of biases in focal
mechanisms that may be induced by near-ridge seismic velo-
city variations; however, this assertion is unproven and
remains a topic of future research.
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