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[1] Deterministic orbital controls on climate variability are commonly inferred to dominate across timescales of
104–106 years, although some studies have suggested that stochastic processes may be of equal or greater
importance. Here we explicitly quantify changes in deterministic orbital processes (forcing and/or pacing)
versus stochastic climate processes during the Plio‐Pleistocene, via time‐frequency analysis of two prominent
foraminifera oxygen isotopic stacks. Our results indicate that development of the Northern Hemisphere ice
sheet is paralleled by an overall amplification of both deterministic and stochastic climate energy, but their
relative dominance is variable. The progression from a more stochastic early Pliocene to a strongly
deterministic late Pleistocene is primarily accommodated during two transitory phases of Northern
Hemisphere ice sheet growth. This long‐term trend is punctuated by “stochastic events,” which we interpret
as evidence for abrupt reorganization of the climate system at the initiation and termination of the mid‐
Pleistocene transition and at the onset of Northern Hemisphere glaciation. In addition to highlighting a
complex interplay between deterministic and stochastic climate change during the Plio‐Pleistocene, our
results support an early onset for Northern Hemisphere glaciation (between 3.5 and 3.7 Ma) and reveal some
new characteristics of the orbital signal response, such as the puzzling emergence of 100 ka and 400 ka
cyclic climate variability during theoretical eccentricity nodes.
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noise, Paleoceanography, 25, PA3207, doi:10.1029/2009PA001834.

1. Introduction

[2] Global climate change occurs on multiple time scales
[Mitchell, 1976], characterized by the interplay of rhythmic
variability, long‐term trends, as well as more abrupt events
or transitions [Zachos et al., 2001]. A paramount objective
of paleoclimatology is the deconvolution of these modes of
variability, and their assignment to specific climate forcing
mechanisms. At the heart of this endeavor lies a funda-
mental debate about the relative role of deterministic versus
stochastic controls on climate. For example, orbital climate
theory provides a powerful deterministic framework for the
analysis of rhythmic climate change on timescales of 104–
106 years, and has become a cornerstone of paleoclimatol-
ogy [e.g., Milankovitch, 1941; Hays et al., 1976; Hinnov,
2000; Zachos et al., 2001; Lourens et al., 2005; Pälike et
al., 2006; Pälike and Hilgen, 2008]. On these timescales,
the stochastic component of climate has received less
attention, although some studies argue for the dominance of
stochastic processes [Hasselmann, 1976; Lorenz, 1976;
Kominz and Pisias, 1979; Saltzman, 1982; Pelletier, 1998,
2002, 2003; Wunsch, 2003, 2004]. Clearly, a complete

understanding of the controls on climate change necessitates
an assessment of both deterministic and stochastic pro-
cesses, potential linkages between the two [Benzi et al.,
1983; Ganopolski and Rahmstorf, 2002; Huybers and
Curry, 2006; Ditlevsen, 2009], and their evolution with
Earth’s mean climate state.
[3] In this study, we provide the first explicit and com-

prehensive evaluation of temporal changes in deterministic
orbital processes (forcing and/or pacing [Hays et al., 1976;
Imbrie et al., 1992, 1993]) versus stochastic climate pro-
cesses during the Plio‐Pleistocene epochs (please note that
we utilize updated definitions of the Pliocene (5.332 Ma–
2.588 Ma) and Pleistocene (2.588 Ma–0.0117 Ma), as
proposed by the International Commission on Stratigraphy,
and ratified by the International Union of Geological
Sciences (June 29, 2009)). Our analysis evaluates two
prominent marine oxygen isotope stacks that have become
staples of the paleoclimate community [Lisiecki and Raymo,
2005; Huybers, 2007], with a specific focus on the 1/10,000
to 1/500,000 yr−1 frequency band. Quantification of the
relative influence of orbital versus stochastic climate vari-
ability in such proxy records has historically proven chal-
lenging, and as a consequence, many studies have adopted
strict ideological stances for or against deterministic orbital
influence, especially in deep time strata. Complicating this
issue, the philosophical distinction between stochastic and
deterministic climate processes is not always obvious. For
example, consider the fact that the stochastic component of
climate ultimately derives from deterministic phenomena
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(e.g., equations of motion). However, of critical impor-
tance, stochastic phenomena lack a simple phase coherence
with their primary forcing (e.g., the annual cycle, orbital
forcing, etc.).
[4] The loss of phase coherence between primary forcing

and observed stochastic climate variability is attributable to
a myriad of complex interactions within the climate system.
To simulate this physical complexity, stochastic climate
variability is often treated as a simple autoregressive
[Hasselmann, 1976] or fractional Gaussian noise process
[Pelletier and Turcotte, 1997], models that are physically
analogous to weather persistence. Such stochastic noise
models are characterized by relatively smooth power spec-
tra, also known as the spectral “continuum,” and thus the
spectral continuum observed in climate proxy data has often
been used as a measure of the stochastic component of
climate change [e.g., Pelletier, 1998; Wunsch, 2003, 2004].
To further illustrate the complexity of this issue, determin-
istic controls on weather and climate (the annual cycle and
orbital forcing) have been demonstrated to exert substantial
control on the “stochastic” spectral continuum [Huybers and
Curry, 2006].
[5] Given these philosophical complications it is neces-

sary to adopt a very strict definition of the deterministic
climate change that we seek to evaluate in this study. Herein
we are primarily concerned with a subset of deterministic
processes, that is, phase‐coherent periodic signals in the
orbital bands. There are many other potential deterministic
forcing factors that influence climate, such as geophysical
changes in ice sheet dynamics [Clark and Pollard, 1998;
Clark et al., 1999], the opening and closing of oceanic
gateways [Keigwin, 1982; Haug and Tiedemann, 1998;
Zachos et al., 2001; Cane and Molnar, 2001; Lawver and
Gahagan, 2003], and long‐term changes in the global car-
bon cycle [Pearson and Palmer, 2000; Berner and
Kothavala, 2001; Pagani et al., 2005; Royer, 2006;
Hönisch et al., 2009]. Although these nonorbital climate
forcings are not explicitly evaluated in our statistical
approach (see section 2), we will demonstrate that they can
be assessed, in an indirect manner, through their influence
on phase‐coherent climate response within the orbital bands,
as well through as their influence on the character of the
stochastic continuum.
[6] As discussed in detail below, our analysis reveals

large and sometimes abrupt changes in the relative domi-
nance of stochastic versus deterministic energy, as well as in
the character of the stochastic continuum. These changes
parallel the evolution of the Plio‐Pleistocene climate system,
and more specifically, the development of Northern Hemi-
sphere glaciation. This analysis also reveals some important,
and previously undocumented, characteristics of the orbital
signal response, and demonstrates variable linkages between
stochastic and deterministic climate processes during the
Plio‐Pleistocene.

2. Data and Methodology

[7] Our analysis of deterministic versus stochastic climate
variability during the Plio‐Pleistocene focuses on two well‐
studied climate proxy records. The first of these is the

benthic foraminifera oxygen isotope stack of Lisiecki and
Raymo [2005, hereafter LR04] (obtained from http://lorraine‐
lisiecki.com/LR04stack.txt), which spans 0–5.32 Ma. This
time series provides a robust globally integrated record of
changes in deep ocean temperature and ice sheet size
[Shackleton, 2000; Bintanja and van de Wal, 2008]. Of
important note, the LR04 stack has been tuned using a
simple ice sheet model driven by insolation received at 65°N
on 21 June [Imbrie and Imbrie, 1980], and thus presumes a
strong deterministic orbital control on climate [Lisiecki and
Raymo, 2005].
[8] We supplement this analysis with an assessment of the

planktic/benthic foraminifera oxygen isotope stack of
Huybers [2007, hereafter H07] (obtained from http://www.
people.fas.harvard.edu/∼phuybers/Progression/Averages.
txt), which spans 0–2.58 Ma. Importantly, the H07 stack has
been tuned using a “depth‐derived” time scale approach
[Huybers and Wunsch, 2004; Huybers, 2007], and thus does
not presume a strong orbital influence on climate. In our
analyses, the LR04 and H07 oxygen isotope stacks provide
end‐member conditions for evaluation of the sensitivity of
climate change to deterministic and stochastic processes.
[9] The LR04 and H07 stacks are investigated using a

statistical methodology that is specifically designed to sep-
arate deterministic periodic signals (phase‐coherent sinu-
soids; the spectral “lines”) from the spectral continuum.
Following the approach of previous studies [e.g., Pelletier,
1998; Wunsch, 2003, 2004], we utilize the spectral contin-
uum as a measure of stochastic variability. The complete
technique, attributable to Thomson [1982] and known as the
multitaper method (MTM), has been previously applied to
the Vostok temperature series to assess the importance of
orbital forcing/pacing and stochastic variability in late
Pleistocene climate change [Meyers et al., 2008]. Detailed
descriptions of the procedures utilized herein can be found
in the work by Thomson [1982], Mann and Lees [1996],
Percival and Walden [1993], and Meyers et al. [2001,
2008]. To examine the temporal evolution of the stochastic
and deterministic components of climate, a MTM time‐
frequency approach is implemented [e.g., Park and Herbert,
1987; Yiou et al., 1991; Meyers et al., 2001].

3. Analysis of Deterministic and Stochastic
Climate Change During the Plio‐Pleistocene:
LR04 Stack

[10] To begin, evolutive harmonic analysis (EHA)
[Meyers et al., 2001] is applied to identify and quantify
statistically significant periodic components in the LR04
stack, using a 500 ka moving window (Figure 1). To
assist in visualization of the results, two operations are
performed on the raw EHA amplitude spectra in Figure 1b.
First, each amplitude spectrum is normalized so that it has a
maximum amplitude of unity (see also Figure S1), to better
illustrate changes in the dominance of individual periodic
signals throughout the study interval.1 Second, these results
are filtered at the 90% significance level to isolate those

1Auxiliary materials are available in the HTML. doi:10.1029/
2009PA001834.
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frequency components that show a strong periodic (phase‐
coherent) character. Our analysis identifies the expected
strong 41 ka obliquity component, and the well‐known shift
to a dominant “100,000” cycle over the past ∼1.2 million
years. In contrast, precession periods are not as well resolved
in the LR04 stack.
[11] Comparison of the LR04 stack results (Figure 1c) to

the theoretical orbital solution of Laskar et al. [2004,
hereafter LA04] (Figure 1d) reveals new insights into the
evolution of low frequency Plio‐Pleistocene climate change.
A short‐lived interval with strong 100 ka periodic d18O
variability is observed in the LR04 data centered at ∼2.75 Ma
(Figures 1c and 2b), and surprisingly, it is associated with a
lull (“node”) in the LA04 theoretical short eccentricity sig-
nal (Figures 1d and 2a). In addition, an interval dominated
by 400 ka periodic d18O variability is observed in the LR04
data centered at ∼3.5 Ma (Figures 1c and 2d), and this
interval is associated with a node in the LA04 theoretical
long eccentricity signal (Figures 1d and 2c). The recent
interval of 100 ka cyclic d18O variability (most clearly
expressed 600 Ka to present) is also associated with a rel-
atively diminished theoretical short eccentricity variability.
The nearly exclusive occurrence of high amplitude 100 ka
and 400 ka d18O cycles during their respective theoretical
eccentricity nodes suggests some linkage to an orbital sig-
nal, although clearly not by direct amplification of eccen-

tricity changes. This topic will be considered further in
section 5.
[12] Having identified the periodic components and their

evolution throughout the Plio‐Pleistocene, we can now turn
to an analysis of the stochastic continuum. Figure 3b dis-
plays a MTM evolutive power spectral analysis (EPSA) of
the LR04 stack, using a 500 ka moving window (note, each
spectrum is normalized such that total power is equivalent to
the total data variance in each 500 ka window). These EPSA
results include power from both the periodic components
(Figure 1c) and the stochastic continuum. In Figure 3c, the
power attributable to the statistically significant periodic
components has been removed. This residual power con-
stitutes the stochastic continuum (also termed reshaped
spectrum, or reshaped continuum). The reshaped EPSA
results indicate that observed low frequency climate vari-
ability (i.e., 100 ka and 400 ka) is not exclusively deter-
ministic or stochastic. Rather, variability at these timescales
contains substantial energy associated with both determin-
istic and stochastic sources (see the residual stochastic
power in Figure 3c). In contrast, most of the obliquity band
and precession band energy appears to be deterministic. We
can conclude that evolution of the Plio‐Pleistocene climate
system is paralleled by an overall enhancement of low fre-
quency stochastic variability, the onset of which occurs by
at least 3.5 Ma.

Figure 1. MTM evolutive harmonic analysis results for the LR04 stack. All EHA computations were
conducted using three 2p prolate tapers and a 500 ka moving window with a 5 ka increment. The mean
value and a linear trend have been removed from each 500 ka data window prior to analysis. (a) The LR04
stack. (b) EHA amplitude results for the LR04 stack. (c) EHA amplitude results in Figure 1b, normalized
so that each individual spectrum has a maximum amplitude of unity (see Figure S1) and filtered at the
90% significance level to isolate frequency components with a strong periodic character. Frequencies
below the 90% significance level are indicated in black. (d) EHA amplitude results for the Laskar et al.
[2004] normalized eccentricity‐tilt‐precession series (ETP). Following removal of the mean value from
the eccentricity, tilt, and precession solutions, each component was divided by its respective standard
deviation and finally added to construct the normalized ETP series.
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Figure 2. Band‐pass filtered records, which illustrate the occurrence of high amplitude 100 ka and
400 ka d18O cycles in the LR04 stack, contemporaneous with nodes in the LA04 theoretical eccentricity.
(a) The LA04 orbital solution for eccentricity, filtered to extract short eccentricity band variability
using a 10% cosine window with a bandwidth spanning 1/87 ka–1/154 ka. (b) The LR04 stack,
filtered to extract short eccentricity band variability using a 10% cosine window with a bandwidth
spanning 1/87 ka–1/154 ka. (c) The LA04 orbital solution for eccentricity, filtered to extract long
eccentricity band variability using a 10% cosine window with a bandwidth spanning 1/250 ka–1/588 ka.
(d) The LR04 stack, filtered to extract long eccentricity band variability using a 10% cosine window with a
bandwidth spanning 1/250 ka–1/588 ka.

Figure 3. MTM evolutive power spectral analysis results for the LR04 stack. All EPSA computations
were conducted using three 2p prolate tapers and a 500 ka moving windowwith a 5 ka increment. The mean
value has been removed from each 500 ka data window prior to analysis. (a) The LR04 stack. (b) Total
power (deterministic lines plus stochastic continuum) for the LR04 stack. (c) Reshaped continuum for the
LR04 stack, determined by removing the power attributable to the statistically significant periodic
components identified in Figure 1c. (d) Autoregressive estimates of the LR04 stack continuum, calculated
by fitting a robust AR(1) model [Mann and Lees, 1996] to the power spectra in Figure 3b. Note that the
robust red noise algorithm employed in this study does not utilize spectrum reshaping [Meyers et al.,
2008], in contrast to Mann and Lees [1996]. Thus, the continuum estimates in Figures 3c and 3d are
essentially independent.
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[13] Assessment of the total climate energy attributable to
stochastic processes versus deterministic orbital processes is
determined by integration of the “raw” (Figure 3b) and
reshaped spectra (Figure 3c), and comparison of these results.
A summary of the analysis is displayed in Figure 4, in which
we define eight distinct climate intervals.
[14] 1. The first is a stable interval (5.32–3.7 Ma) with

respect to total deterministic energy (Figure 4b) and total
stochastic energy (Figure 4c). The relative importance of
stochastic versus deterministic processes is variable, but on
average they contribute almost equally to total climate
energy (Figure 4d). This interval predates the inception of
Northern Hemisphere ice sheets.
[15] 2. There is an abrupt switch to strong dominance of

stochastic climate energy (Figure 4d) at ∼3.7 Ma. This
approximately coincides with previous estimates for the
onset of Northern Hemisphere glaciation [Kleiven et al.,
2002; Mudelsee and Raymo, 2005]. The ratio of stochastic
energy to deterministic energy in this interval is the highest
in the entire record.

[16] 3. A more gradual increase in deterministic climate
energy (Figure 4b), as well as its relative importance
(Figure 4d), occurs associated with the growth of the
Northern Hemisphere ice sheets [Mudelsee and Raymo,
2005]. By 2.8 Ma, the climate system is strongly domi-
nated by deterministic climate change.
[17] 4. The fourth is a relatively stable interval (2.6–

1.3 Ma) in terms of total deterministic energy (Figure 4b),
also primarily dominated by deterministic climate change
(Figure 4d).
[18] 5. There is a rapid drop in deterministic climate

energy (Figure 4b) and a clear switch to the dominance of
stochastic climate energy (Figure 4d) at ∼1.2 Ma. This
coincides with the initiation of the mid‐Pleistocene transi-
tion (MPT) [Clark et al., 2006].
[19] 6. A gradual increase in total deterministic energy

(Figure 4b) occurs during the progression of the mid‐
Pleistocene transition, along with a return to the dominance
of deterministic climate energy (Figure 4d).

Figure 4. Analysis of the deterministic and stochastic components of climate in the LR04 benthic
foraminifera oxygen isotopic stack. (a) The LR04 stack. (b) Evolution of the deterministic line energy
observed in the LR04 stack. (c) Evolution of the stochastic energy observed in the LR04 stack. (d) The
ratio of stochastic to deterministic energy. Values greater than one indicate dominance of stochastic
energy. (e) Noise response time as determined from the robust AR(1) noise models in Figure 3d. The
“noise time constant,” which represents the e‐folding time for noise decorrelation [Bartlett, 1966], has
been converted to an equivalent climate system response time (the time required for 50% of the climate
response to be observed). The black lines in Figures 4b, 4c, and 4d were determined using a 90% sig-
nificance level threshold for the identification of periodic components, and the red lines employ a more
conservative 95% significance level.
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[20] 7. A rapid drop in total deterministic energy takes
place at the end of the mid‐Pleistocene transition (∼0.7 Ma
[Clark et al., 2006]) (Figure 4b), in tandem with a rapid
increase in total stochastic energy (Figure 4c), and a tem-
porary switch to domination by stochastic processes.
[21] 8. A late Pleistocene interval (0.6 Ma to present) is

strongly dominated by deterministic energy (Figures 4b
and 4d).
[22] In summary, our analysis indicates large and some-

times abrupt changes in the relative dominance of stochastic
versus deterministic climate energy. The evolution of the
Plio‐Pleistocene climate system is paralleled by an overall
amplification of both deterministic and stochastic climate
energy (Figures 4b and 4c) but their relative dominance is
variable (Figure 4d). The progression from a more stochastic
early Pliocene, to a strongly deterministic late Pleistocene, is
primarily accommodated during two transitory phases of
Northern Hemisphere ice sheet growth. This long‐term
history is punctuated by short‐lived intervals dominated by
stochastic climate energy, which we term “stochastic
events.” The observed stochastic events appear to provide the
first clear documentation of abrupt reorganization of the cli-
mate system as it enters and exits the mid‐Pleistocene tran-
sition, and at the onset of Northern Hemisphere glaciation.
[23] As a final component of our analysis of the LR04

stack, we investigate the character of the stochastic energy
by fitting a robust AR(1) model [Mann and Lees, 1996] to
each of the EPSA results in Figure 3b (Figure 3d). This
yields an estimate of the stochastic continuum that is much
smoother than (and also essentially independent of) the
reshaped spectra in Figure 3c. The robust AR(1) model
confirms our conclusion about progressive enhancement of
low frequency stochastic variability during the evolution of
the Plio‐Pleistocene climate system. These AR(1) results
also provide an estimate of changes in the “noise time
constant” [Bartlett, 1966], which indicates the decorrelation
time for the noise. This parameter can be compared to the
response time associated with individual climate system
components (e.g., the amount of time required for 50% of a
climate response to be observed in an ice sheet), and thus
should yield information about the noise source.
[24] The first marked increase in noise response time

occurs at ∼3.5 Ma (Figure 4e), approximately coincident
with the proposed onset of Northern Hemisphere glaciation
[Kleiven et al., 2002; Mudelsee and Raymo, 2005]. This
increase in noise response time from 5.1 ka at 3.73 Ma, to
19 ka by 2.62 Ma, suggests the emergence of a new climate
system component with a relatively long memory. Our
result is consistent with the early onset of Northern Hemi-
sphere ice sheet growth, and its progressive expansion until
2.62 Ma [Mudelsee and Raymo, 2005]. A decrease in the
noise response time occurs from 2.62 to 2.41 Ma, and it
remains low until the mid‐Pleistocene transition. During the
MPT, the noise response time increases to its largest value
of 21 ka, associated with the establishment of exceptionally
large ice sheets in the Northern Hemisphere [Clark et al.,
2006]. Thus, changes in the noise response time identify
the major phases of growth associated with the Northern
Hemisphere ice sheets, and also agree with our inferences

about ice sheet development based on the partitioning of
deterministic and stochastic energy (Figures 4b, 4c, and 4d).
[25] The occurrence of elevated AR(1) response times

during active ice sheet expansion is possibly due to a change
in the relative influence of deep ocean temperature versus
ice volume components on the benthic foraminifera d18O
record. We hypothesize that during times of active ice sheet
expansion, the d18O signal is more strongly imparted with
an ice volume signal, yielding a noise response time more
characteristic of ice sheets. If this hypothesis is true, it may
be possible to deconvolve the ice volume and deep ocean
temperature signals, an important objective that has gener-
ally proven challenging (however, see Shackleton [2000]
and Bintanja and van de Wal [2008]).

4. Analysis of Deterministic and Stochastic
Climate Change During the Pleistocene: H07 Stack

[26] To supplement our analysis of the LR04 stack, the
analytical approach utilized in section 3 is applied to the
shorter H07 stack [Huybers, 2007]. Analysis of this record
allows us to independently test the climate history observed
in LR04 stack spanning 0–2.58Ma (see Figure 4). Importantly,
this permits an evaluation of the impact of orbital tuning
(present in the LR04 stack) on the observed climate change.
Results of the H07 analysis are presented in Figures 5, 6,
and 7, and are summarized here with an emphasis on eval-
uating the robustness of the climate history outlined in
Figure 4.
[27] The general pattern of energy distribution is

remarkably similar between the H07 and LR04 stacks, with
a primary difference being the overall amplification of sto-
chastic climate energy in H07, most prominently in the early
Pleistocene (compare Figures 4 and 7). The reason for this
discrepancy is apparent in the H07 EHA results (Figures 5c
and 5d), which demonstrate progressive degradation of the
obliquity component beyond 1.5 Ma (also compare with
Figure S1). The spectral signature observed in the oldest
portion of the H07 stack reveals an increase in the number
of high‐amplitude harmonic signals, with a scattered dis-
tribution, and is consistent with timescale distortion in this
portion of the record [Meyers et al., 2001]. This hypothesis
is in agreement with uncertainty estimates associated with the
H07 stack, which achieve maximum values of up to 15.8 ka
(±1 standard deviation) in the oldest portion of the record
[Huybers, 2007]. An alternative hypothesis is that the cli-
mate system progressively transitioned from a complex
multiharmonic response in the region of the obliquity band,
to a response that locks in faithfully to ∼40 ka obliquity
variability by 1.5 Ma.
[28] Perhaps the most striking feature of the H07 stack

analysis is the occurrence of at least five very large sto-
chastic events (Figure 7). Importantly, all of the stochastic
events identified in the LR04 stack spanning 0–2.58 Ma are
also present in the H07 stack, although they are further
amplified in the latter. The H07 results also display a greater
sensitivity to the significance level threshold used to identify
periodic components (compare the 90% versus 95% sig-
nificance levels in Figure 7). This sensitivity is the conse-
quence of an overall lower phase coherence in the H07 stack,

MEYERS AND HINNOV: EVOLUTION OF CLIMATE NOISE PA3207PA3207

6 of 11



which is consistent with a greater degree of timescale error.
Furthermore, the stochastic events at ∼2 Ma and ∼1.6 Ma in
the H07 stack (see the 95% significance level results in
Figure 7), which are not observed in the LR04 stack anal-
ysis, occur in the vicinity of extreme minima in the LA04
theoretical eccentricity solution. These two LA04 minima
are associated with the 400 ka long eccentricity cycle. The
concurrence of eccentricity minima and stochastic events at
∼2 Ma and ∼1.6 Ma suggests that these events could be
artifacts of eccentricity‐modulated sedimentation rate
changes [Herbert, 1997; Meyers et al., 2001] that are not

corrected for in the H07 timescale, but are accounted for in
the LR04 stack. In addition, the stochastic events at ∼2 Ma
and ∼1.6 Ma occur within the two most poorly constrained
intervals of the H07 time scale [Huybers, 2007], further
supporting their spurious nature.
[29] Finally, the robust AR(1) models derived from the

H07 stack analysis indicate a subtle enhancement of low
frequency stochastic climate variability during the Pleisto-
cene (Figure 6d), broadly consistent with the results from
the spectral reshaping (Figure 6c). Noise response times for
the H07 stack (Figure 7e) show a similar pattern of evolu-

Figure 5. MTM evolutive harmonic analysis results for the H07 stack. All EHA computations were
conducted using three 2p prolate tapers and a 500 ka moving window with a 5 ka increment. The mean
value and a linear trend have been removed from each 500 ka data window prior to analysis. (a) The H07
stack. Following the convention of Huybers [2007], the mean d18O value between 700 and 0 ka is
removed. (b) EHA amplitude results for the H07 stack. (c) EHA amplitude results in Figure 5b, nor-
malized so that each individual spectrum has a maximum amplitude of unity. (d) EHA amplitude results
in Figure 5c, filtered at the 90% significance level to isolate frequency components with a strong periodic
character. Frequencies below the 90% significance level are indicated in black.

Figure 6. MTM evolutive power spectral analysis results for the H07 stack. All EPSA computations
were conducted using three 2p prolate tapers and a 500 ka moving window with a 5 ka increment. The
mean value has been removed from each 500 ka data window prior to analysis. (a) The H07 stack.
Following the convention of Huybers [2007], the mean d18O value between 700 and 0 ka is removed.
(b) Total power (deterministic lines plus stochastic continuum) for the H07 stack. (c) Reshaped continuum
for the H07 stack, determined by removing the power attributable to the statistically significant periodic
components identified in Figure 5d. (d) Autoregressive estimates of the H07 stack continuum, calculated
by fitting a robust AR(1) model [Mann and Lees, 1996] to the power spectra in Figure 6b. Note that the
robust red noise algorithm employed in this study does not utilize spectrum reshaping [Meyers et al.,
2008], in contrast to Mann and Lees [1996]. Thus, the continuum estimates in Figures 6c and 6d are
essentially independent.
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tion as the LR04 stack (Figure 4e), but are up to 2.8 times
larger, with the greatest discrepancy in the oldest portion of
the H07 stack. Given the evidence for timescale distortion
noted above, which appears to be more pronounced in the
older portion of the H07 stack, it is quite possible that the
longer persistence of memory in this record is itself an
artifact of timescale error.

5. Discussion and Conclusions

[30] The results of this study reveal that Plio‐Pleistocene
paleoclimate variability is a complex interplay between
deterministic and stochastic climate change. Pleistocene
climate is primarily controlled by deterministic climate
processes [Shackleton, 2000; Meyers et al., 2008], but also
includes intervals during which stochastic elements are of
equal or greater importance, as previously suggested by
Wunsch [2003, 2004]. Climate noise is more pronounced in
the Pliocene, prior to the development of large Northern
Hemisphere ice sheets.
[31] The long‐term trend of increasing deterministic

orbital influence on climate is primarily accommodated
during two transitory phases of Northern Hemisphere ice
sheet growth. Importantly, these results support an early
onset of Northern Hemisphere glaciation at ∼3.7 Ma
[Kleiven et al., 2002; Mudelsee and Raymo, 2005], with
exponentially increasing growth until stabilization by
∼2.6 Ma. This result differs from the more commonly
inferred onset at 2.5–2.7 Ma [Shackleton et al., 1984; Haug

et al., 1999; Raymo, 1994; Bintanja and van de Wal, 2008].
Relevant to this issue, precise identification of the onset is
complicated by the fact that small transient Northern
Hemisphere ice sheets may have been a common feature of
the Miocene and Pliocene [Helland and Holmes, 1997;
Krissek, 1995; Tripati et al., 2008; DeConto et al., 2008].
Furthermore, the small ice volume signals characteristic of
incipient Northern Hemisphere glaciation can be obscured in
the benthic d18O record by changes in deep ocean temper-
ature, as well as by dynamics of the Southern Hemisphere
ice sheets. These challenges are overcome by partitioning
the climate variance into deterministic and stochastic com-
ponents, which allows us to more clearly resolve subtle
isotopic contributions from deterministic periodic control of
the ice sheets. Evaluation of noise response time further
supports our conclusions, demarcating a period of active ice
sheet growth from ∼3.5 Ma to ∼2.6 Ma [also see Mudelsee
and Raymo, 2005]. Evolution of the Plio‐Pleistocene noise
response time further suggests that the relative contributions
of ice volume and deep ocean temperature to the benthic
d18O signal are variable, with a stronger ice volume com-
ponent imparted when ice sheets are undergoing major long‐
term expansions. Future research will investigate the use of
noise response time to explicitly deconvolve ice volume and
deep ocean temperature components of the benthic forami-
nifera d18O signal.
[32] Superposed on this long‐term Plio‐Pleistocene trend

are transient stochastic events. We interpret these events as
evidence for abrupt reorganization of the climate system as

Figure 7. Analysis of the deterministic and stochastic components of climate in the H07 planktic/benthic
foraminifera oxygen isotopic stack. (a) The H07 stack. Following the convention of Huybers [2007], the
mean d18O value between 700 and 0 ka is removed. (b) Evolution of the deterministic line energy
observed in the H07 stack. (c) Evolution of the stochastic energy observed in the H07 stack. (d) The ratio
of stochastic to deterministic energy. Values greater than one indicate dominance of stochastic energy.
(e) Noise response time as determined from the robust AR(1) noise models in Figure 6d. The “noise time
constant,” which represents the e‐folding time for noise decorrelation [Bartlett, 1966], has been converted
to an equivalent climate system response time (the time required for 50% of the climate response to be
observed). The black lines in Figures 7b, 7c, and 7d were determined using a 90% significance level
threshold for the identification of periodic components, and the red lines employ a more conservative 95%
significance level.
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it enters and exits the mid‐Pleistocene transition, and at the
onset of Northern Hemisphere glaciation. This result is
important because it suggests that deterministic orbital
influence on climate change is unstable during the initiation
and termination of prolonged transitional climate states.
However, the precise geophysical mechanism by which
such stochastic events arise within the climate system
requires further investigation. The dramatic loss of phase
coherence associated with these events may ultimately
derive from nonlinearities in ice sheet dynamics, thermo-
haline circulation, and/or the carbon cycle.
[33] Although not the primary purpose of this study, the

observation of high amplitude 100 ka and 400 ka d18O
cycles during their respective theoretical eccentricity nodes
(∼2.75 Ma and ∼3.5 Ma) is intriguing. It should be noted
that Lisiecki and Raymo [2007] have independently
observed the same ∼100 ka cyclic climate variability
documented at ∼2.75 Ma using a different methodology [see
Lisiecki and Raymo, 2007, Figure 2], but they did not
explicitly link it with a short eccentricity node. A range of
possible mechanisms for the connection between eccen-
tricity nodes and the emergence of low‐frequency climate
variability remain to be tested, such as the amplitude and
frequency modulating effects of eccentricity on precession
[Raymo, 1997], including potential phase locking with the
orbital perturbations [Huybers and Wunsch, 2005; Huybers,
2007; Lourens and Hilgen, 1997]. Relevant to this issue,
Bintanja and van de Wal [2008] propose that the gradual
development of a 100,000 year cycle in the late Pleistocene
is due to an increase in the ability of North American ice
sheets to persist through periodic insolation maxima, itself a
consequence of ever greater volumes of ice [see also Raymo,
1997; Berger et al., 1999]. As precession‐driven insolation
maxima are modulated by eccentricity, it might also be ex-
pected that waning short eccentricity variability, as observed
in the LA04 orbital solution during the late Pleistocene
(Figure 1d), could have promoted the development of the
100,000 year cycle. The emergence of a 100,000 year d18O
cycle in the LR04 stack during a short eccentricity node at
∼2.75 Ma supports this latter hypothesis (Figures 1c, 1d, 2a,
and 2b). Furthermore, the emergence of a 400,000 year d18O
cycle during a long eccentricity node at ∼3.5 Ma (Figures 1c,
1d, 2c, and 2d) begs a fundamental role for eccentricity‐
related changes in fostering long‐period glacial cycles, most
likely via its influence on precession‐driven insolation
maxima [e.g., see Raymo, 1997].
[34] The absence of LR04 “eccentricity band” climate

variability associated with LA04 eccentricity nodes at
4.75 Ma and 1.4 Ma (Figure 1d), indicates that the mere
existence of this particular orbital configuration is not
sufficient to explain the observed long‐period climate vari-
ability. For example, the absence of 100 ka cyclic climate
variance at 4.75 Ma is likely due to the fact that this

eccentricity node predates the formation of the Isthmus of
Panama, which is believed to be a critical factor for the
emergence of large scale Northern Hemisphere glaciation
[Haug and Tiedemann, 1998]. This highlights the impor-
tance of interactions between orbital insolation influences
and long‐term changes in Earth’s mean climate state. Our
results suggest that eccentricity modulations indirectly pre-
condition for the development of long‐period climate vari-
ability in the Northern Hemisphere ice sheets by altering
(diminishing) precession‐related insolation maxima, and
thus increase the likelihood for persistence of ice sheets
through multiple insolation maxima. However, long‐period
climate variability is only manifested if the growth of ice
sheets is otherwise favorable. With respect to this issue, it is
important to note that although long‐period climate variance
appears to be promoted by the presence of the insolation
nodes, the precise geophysical mechanism responsible for
the 100,000 year and 400,000 year pacing of the glacial
cycles that emerge is uncertain. Potential candidates for this
pacing include cyrosphere and carbon cycle dynamics [e.g.,
Clark et al., 1999; Ruddiman, 2003; Tziperman and
Gildore, 2003; Rial, 2004; Huybers and Wunsch, 2005].
[35] Comparison of results from the analysis of the LR04

and H07 stacks reveal many similarities, and a consistent
interpretation in climate system evolution. However, an
important distinction between the two records is the degra-
dation of phase coherence in portions of the H07 stack,
resulting in a general increase in the stochastic contribution.
Multiple lines of evidence suggest that this degradation of
phase coherence, which becomes pronounced in the early
Pleistocene, is attributable to timescale error. For example,
at least two of the stochastic events observed in the H07
stack (absent in the LR04 stack) are potentially artifacts of
timescale distortion, related to sedimentation rate changes
that are paced by long eccentricity. These are topics that
require further scrutiny.
[36] Future work will investigate the sources of noise that

are observed in the LR04 and H07 stacks, and address the
physical mechanisms responsible for the abrupt climate
reorganization events. Importantly, the results from this
study provide objective targets for future climate modeling
studies; characterization of the spectral continuum and the
orbital lines provide a “fingerprint” of the climate system
response, which in combination with climate modeling
studies, can be used to test competing hypotheses for the
cause(s) of the observed climate change.

[37] Acknowledgments. The authors wish to express thanks to Jeff-
ery Park, Gerald Dickens, and an anonymous reviewer for thoughtful com-
ments that substantially improved this manuscript. S.R.M. thanks Lorraine
Lisiecki for insightful discussion pertaining to the LR04 stack.
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Figure S1. MTM evolutive harmonic analysis results for the LR04 stack. All 
EHA computations were conducted using three 2π prolate tapers, and a 500 
ka moving window with a 5 ka increment. The mean value and a linear trend 
have been removed from each 500 ka data window prior to analysis.  In this 
�gure, the EHA amplitude results in Figure 1B are normalized so that each 
individual spectrum has a maximum amplitude of unity.
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